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|. Course requirements

Students enrolled in the program must obtain astl@20 credits in the following
distribution:
— at leaskO creditsfrom so calledasic courseqB)
— at leasBO creditsin at leas# subject groupsfrom so callecdtore courseqC)
— at least44 credits in at least3 subject groupsfrom so calleddifferentiated
courses(D)

On top of theseh credits can be chosefneely from the list of all subjects offered to MSc
students in mathematics and applied mathematiashdfmore, ahesis (worth 20 credity
must be written at the end of the studies.

Under special circumstances it is possible to getaever from taking basic courses. In
this case the missing credits can be obtainedkigganore free courses.

It is expected — although not enforced — that thdents should finish in two years (i.e.

four semesters).

For international students, basic courses (B) are offered usually in the fafmeading
courses. In case of interest, a request has tcalde to the program coordinator. Core courses
(C) are offered once every year (i.e. either inftlieor in the spring semester). Differentiated
courses (D) are offered less fregeuently, usuatigeoevery two years. It may happen that
some of these courses will also take a form okdire course.
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. List of subjects

=l Contact hours
(hours/week) Credits Evaluation
Coordinator
| B. Basic courses (20 credits)
1. Algebra 4 (BSc) 2 h/w (lecture) 243 exam
Péter Pal Palfy| 2 h/w (practice) term mark
2. Analysis 4 (BSc) 4 hiw (lecture) 443 exam
Géza Kbég 2 h/w (practice) term mark
3. Basic algebra (reading course) o 2 hiw (practice) 5 exam
Istvan Agostoi
4. Basic geometry (reading course) .
Gabor Mousson 2 h/w (practice) 5 exam
5. Complex functions (BSc) 2 h/w (lecture) 243 exam
Rébert Séke| 2 h/w (practice) term mark
6. Computer science (BSc) 2 h/w (lecture) 243 exam
Vince Grolmus] 2 h/w (practice) term mark
7. Geometry lll. (BSc) 3 h/w (lecture) 343 exam
Balazs Csik6y 2 h/w (practice) term mark
8. Introduction to differential geometry (BSc) 2 h/w (lecture) 243 exam
Laszld VerhoczK 2 hiw (practice) term mark
9. Introduction to topology (BSc) exam
Andras Sics 2 A (S 2+3 term mark
10. Probability and statistics 3 h/w (lecture) 343 exam
Tamas Mori 2 h/w (practice) term mark
11. Reading course in analysis . exam
Arpad Toth 2 ([PEEnes) 2 term mark
12. Set theory (BSc)
Péter Komjath 2 h/w (lecture) 2 exam
| C. Core courses (at least 30 credits from at least 4 different subject groups)
Foundational courses
1. Algebraic topology (BSc) 2 hiw (lecture) 243 exam
Andréas Siécs| 2 h/w (practice term mark
2. Differential geometry of manifolds (BSc) 2 hiw (lecture) 243 exam
Laszl6 Verhoczk 2 h/w (practice) term mark
3. Partial differential equations (BSc) 2 hiw (lecture) 243 exam
Adam Besenyq 2 h/w (practice) term mark
Algebra and number theory
4. Groups and representations 2 h/w (lecture) 243 exam
Péter Pal Palfy 2 h/w (practice) term mark
5. Number theory Il (BSc)
Andras Sarkéz 2 hiw (lecture) 2 exam
6. Rings and algebras ) 2 h/w (lecture) 243 exam
Istvan Agostor 2 h/w (practice) term mark
Analysis
7. Fourier integral (BSc) ) 2 h/w (lecture) 243 exam
Arpad Téth 2 h/w (practice) term mark
8. Function series (BSc) ) | 2 hiw (lecture) > exam
Janos Kristof
9. Functional analysis Il (BSc) 2 h/w (lecture) 243 exam
Zoltan Sebestyé 2 h/w (practice) term mark
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10. Several complex variables

Rébert Sdke 2 h/w (lecture) 3 exam
11. Topics in analysis 2 hiw (lecture) 242 exam
Marton Elekeg 1 h/w (practice) term mark
Geometry
12. Combinatorial geometry 2 h/w (lecture) 242 exam
Gyorgy Kisg 1 h/w (practice) term mark
13. Differential geometry II. 2 hiw (lecture) 5 exam
Laszlo Verhoczk
14. Differential topology
Andras Sécs 2 h/w (lecture) 2 exam
15. Homology theory
Andras Sécs 2 h/w (lecture) 2 exam
16. Topics in differential geometry ) | 2 hiw (lecture) > exam
Balazs Csiko
Stochastics
17. Discrete parameter martingales ) | 2 hiw (lecture) 3 exam
Tamas Mori
18. Markov chains in discrete and continuous time
. | 2 h/w (lecture) 2 exam
Vilmos Prokaj
19. Multivariate statistical methods 4 hiw (lecture) 5 exam
Gyorgy Michaletzky
20. Statistical computing 1 .
Andrés Zemplér] 2 h/w (practice) 3 term mark
Discrete mathematics
21. Algorithms | 2 h/w (lecture) 243 exam
Zoltan Kiraly| 2 h/w (practice) term mark
22. Discrete mathematics 2 h/w (lecture) 243 exam
Laszl6 Lovas] 2 h/iw (practice) term mark
23. Mathematical logic 2 h/w (lecture) 243 exam
Péter Komjath 2 h/w (practice) term mark
Operations research
24. Continuous optimization 3 h/w (lecture) 343 exam
Tibor lllés| 2 h/w (practice)
25. Discrete optimization 3 h/w (lecture) 343 exam
Andras Frank 2 h/w (practice) term mark
| D. Differentiated courses (at least 44 credits from at least 3 different subject groups)
Algebra
1. Commutative algebra 2 h/w (lecture) 343 exam
Gyula Karolyi| 2 h/w (practice) term mark
2. Lie algebras 2 h/w (lecture) 343 exam
Péter Pal Palfy 2 h/w (practice) term mark
3. Topics in group theory 2 h/w (lecture) 343 exam
Péter Pal Palfy 2 h/w (practice) term mark
4. Topics in ring theory ) 2 h/w (lecture) 343 exam
Istvan Agostoll 2 h/w (practice) term mark
5. Universal algebra and lattice theory 2 h/w (lecture) 343 exam
Emil Kiss| 2 h/w (practice) term mark
Number theory
6. Algebraic number theory 2 h/w (lecture) 343 exam
Andras Sarkodz| 2 h/w (practice) term mark
7. Combinatorial number theory 2 hiw (lecture) 3 exam
Andras Sarkoz
8. Exponential sums in number theory 2 hiw (lecture) 3 exam

Andras Sarkdz
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9. Multiplicative number theory

Mihaly Szalay 2 h/w (lecture) 3 exam
Analysis
10. Analytic chapters of complex function theory
Rébert Sdke 2 hiw (lecture) 3 exam
11. Complex manifolds 3 h/w (lecture) 443 exam
Rébert Séke| 2 h/w (practice) term mark
12. Descriptive set theory 3 h/w (lecture) 443 exam
Miklos Laczkovich 2 h/w (practice) term mark
13. Discrete dinamical systems ) _ 2 hiw (lecture) 3 exam
Zoltan Buczolich
14. Dynamical systems
Zoltan Buczolict 2 h/w (lecture) 3 exam
15. Dynamical systems and differential equations 1 2 h/w (lecture) 343 exam
Péter Simor| 2 h/w (practice) term mark
16. Dynamical systems and differential equatlorls 2 _ 2 hiw (lecture) 3 exam
Péter Simor
17. Dynamics in one complex variable o 2 hiw (lecture) 3 exam
Istvan Sigray
18. Ergodic theory
Zoltan Buczolict 2 h/w (lecture) 3 exam
19. Geometric chapters of complex function theO,ry . 2 hiw (lecture) 3 exam
Istvan Sigray
20. Geometric measure theory 3 h/w (lecture) 443 exam
Tamas Kelet| 2 h/w (practice) term mark
21. Linear partial differential equations 2 h/w (lecture) 343 exam
Laszl6 Simor 2 h/w (practice) term mark
22. Nonlinear and numerical functional analysis 2 h/w (lecture) 343 exam
Janos Karatsor 2 h/w (practice) term mark
23. Nonlinear partial differential equations o 2 hiw (lecture) 3 exam
La&szl6 Simor
24. Operator semigroups 2 h/w (lecture) 343 exam
Andras Batka| 2 h/w (practice) term mark
25. Representations of Banach*-algebras and abstrac
. . 2 h/w (lecture)
harmonic analysis 1 hiw (practice) 2+2 exam
Janos Kristof P
26. Riemann surfaces
Rébert Sdke 2 h/w (lecture) 3 exam
27. Seminar in complex analysis .
Rébert Sdke 2 h/w (practice) 2 exam
28. Special functions
Arpéad Téth 2 h/w (lecture) 3 exam
29. Topological vector spaces and Banach algebras 2 hiw (lecture) 343 exam
Janos Kiristo] 2 h/w (practice)
30. Unbounded operators of Hilbert spaces ) | 2 hiw (lecture) 3 exam
Zoltan Sebestyé
Geometry
31. Algebraic and differential topology 4 hiw (lecture) 643 exam
Andras Sics| 2 h/w (practice) term mark
32. Algebraic geometry 2 h/w (lecture) 043 exam
Andras Németh 2 h/w (practice) term mark
33. Analytic convex geometry 2 h/w (lecture) 242 exam
Karoly Boréczky Jr| 1 h/w (practice) term mark
34. Combinatorial convex geometry 2 h/w (lecture) 242 exam
Karoly Boréczky Jr| 1 h/w (practice) term mark
35. Density problems in discrete geometry 2 h/w (lecture) 242 exam
Marton Naszéd| 1 h/w (practice) term mark




E6tvos Lorand University

MSc in Mathematics

36. Differential toplogy problem solving

Andras Sgcs 2 h/w (practice) 3 exam
37. Finite geometries ) _ 2 hiw (lecture) 3 exam
Gyorgy Kiss
38. Geometric foundations of 3D graphics 2 h/w (lecture) 343 exam
Gabor Kertész 2 h/w (practice) term mark
39. Geometric modelling
LaszI6 Verhoezk 2 hiw (lecture) 3 exam
40. Lie groups 2 h/w (lecture) 342 exam
Laszld Verh6czK 1 h/iw (practice) term mark
41. Low dimensional topology
Andrés Stipsic 2 hiw (lecture) 3 exam
42. Problems in discrete geometry 2 h/w (lecture) 242 exam
Marton Naszéd| 1 h/w (practice) term mark
43. Riemannian geometry 1 2 h/w (lecture) 242 exam
Balazs Csikoy 1 h/w (practice) term mark
44. Riemannian geometry 2 2 h/w (lecture) 342 exam
Balazs Csikoy 1 h/w (practice) term mark
45. Symmetric spaces 2 h/w (lecture) 242 exam
Laszl6 Verhoczk 1 h/w (practice) term mark
46. Topology of singularities
Andras NémetH 2 h/w (lecture) 3 exam
Stochastics
“ 7 CpiagEriy . 2 h/w (lecture) 3 exam
Istvdn Szab
48. Introduction to information theory ] 2 hiw (lecture) 3 exam
Villé Csisza
49. Statistical computing 2 .
Andrés Zemplér] 2 h/w (practice) 3 term mark
50. Statistical hypothesis testing | 2 hiw (lecture) 3 exam
Vill§ Csiszar
51. Stochastic processes with independent incre rieitt
theorems 2 h/w (lecture) 3 exam
Vilmos Prokaj
Discrete mathematics
52. Applied discrete mathematics seminar | 2 hiw (practice) > other
Zoltan Kiraly
53. Bioinformatics 2 h/w (lecture) 343 exam
Vince Grolmusi 2 h/w (practice) term mark
54. Codes and symmetric structures ) | 2 hiw (lecture) 3 exam
Tamas Sinyi
55. Complexity theory 2 h/w (lecture) 343 exam
Vince Grolmus] 2 h/w (practice) term mark
56. Complexity theory seminar _ 2 hiw (practice) 5 exam
Vince Grolmusj
57. Criptology 2 h/w (lecture) 343 exam
Péter Szikla| 2 h/w (practice) term mark
58. Data mining 2 h/w (lecture) 343 exam
Andrés Lukacy 2 h/w (practice) term mark
59. Design, analysis and implementation of algangland 2 hiw (lecture)
data structures | 2 hiw (practice) 3+3 exam
Zoltan Kiraly P
60. Design, analysis and implementation of algangtand
data structures Il 2 h/w (lecture) 3 exam
Zoltan Kiraly
61. Discrete mathematics Il 4 hiw (lecture) 6 exam

Laszl6 Lovas
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62. Geometric algorithms | 2 hiw (lecture) 3 exam
Palvélgyi DOmMotoL
63. Graph theory seminar o | 2 hiw (practice) 5 exam
Laszl6 Lovéas
64. Mathematics of networks and the WWW
. | 2 h/w (lecture) 3 exam
Andréas Benczl
65. Selected topics in graph theory o | 2 hiw (lecture) 3 exam
Laszl6 Lovéas
66. Set theory |
Péter Komjath 4 hiw (lecture) 6 exam
67. Set theory I
Péter Komjath 4 hiw (lecture) 6 exam
Operations research
68. Applications of operation research o 2 hiw (lecture) 3 exam
Alpér Juttner
69. Approximation algorithms
Tibor Jordan 2 h/w (lecture) 3 exam
70. Combinatorial algorithms | 2 h/w (lecture) 343 exam
Tibor Jordan| 2 h/w (practice) term mark
71. Combinatorial algorithms |
Tibor Jordan 2 h/w (lecture) 3 exam
72. Combinatorial structures and algorithms _ | 2 hiw (practice) 3 term mark
Tibor Jordan
73. Computational methods in operation reseracp ) 2 hiw (practice) 3 term mark
Alpar Jittner,
74. Game theory izl 2 hiw (lecture) 3 exam
Tamas Kiraly
75. Graph theory
Andras Frank, Zoltan Kiraly 2 A {2EiTE) £ exam
76. Graph theory tutorial .
Andréas Frank, Zoltan Kiraly 2 I {Eeslee) £ AT LS
77. Integer programming | o 2 hiw (lecture) 3 exam
Tamas Kirdly,
78. Integer programming |l o 2 hiw (lecture) 3 exam
Tamas Kirdly,
79. LEMON library: Solving optimization problen]s @_ﬂ-+ 2 hiw (practice) 3 other
Alpér Juttner
80. Linear optimization _ ) 2 hiw (lecture) 3 exam
Tibor lllés
81. Manufacturing process management | 2 hiw (ecture) 3 exam
Tamas Kis
82. Matroid theory
Andras Erank 2 h/w (lecture) 3 exam
83. Nonliear optimization _ | 3 hw ecture) 4 exam
Tibor lllés
84. Operations research project | 2 hiw (practice) 3 term mark
Tamas Kis
85. Polyhedral combinatorics
Andras Erank 2 h/w (lecture) 3 exam
86. Scheduling theory
Tibor Jordan 2 h/w (lecture) 3 exam
87. Stochastic optimization
Gergely Méadi-Nag) 2 h/w (lecture) 3 exam
88. Structures in combinatorial optimization ) 2 hiw (lecture) 3 exam
Andras Frank
89. Stochastic optimization h/w (practice) 2 hiw (practice) 3 term mark

Gergely Madi-Nagy

Special (not in a block)
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90. Directed studies 1

Istvan Agosto

2 h/w (lecture)

other

91. Directed studies 2

Istvan Agostof

2 h/w (lecture)

other
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[1l. List of lecturers

Name Affiliation | Research areas

Istvan Agoston ANT algebra, ring theory, representation theory

Mikl6s Arato PTS statistics, random fields, actuarial mathersatic

Andras Batkai AAC functional analysis, operator semigroups

Andras A. Bencz(r cSC datg mining, math of the web, combinatorial
optimization

Karoly Bezdek GEO discrete geometry, convex geometry, combinatorial
geometry

Karoly Borocyky Jr. GEO discrete geometry, convex geometry, combinatorial
geometry

Zoltan Buczolich ANA real analysis, dynamical systems, ergodic tizeor

Balazs Csikos GEO differential geometry, Riemannian geometry, Lie
groups

Vill 6 Csiszar PTS statistics, random permutations, random graphs

Marton Elekes ANA real analysis

Csaba E4bian OPR linear and '|nteger programming, stochastic
programming, modelling

Istvan Faragé AAC numerical lanaIyS|s, qumerlcal linear algebra,
mathematical modelling

Laszl6 Fehér ANA algebraic topology

Alice Fialowski ANT algebra, Lie algebras, cohomology theory

Andras Erank OPR combinatorial optimization, matroid theory, graph
theory

Péter Frenkel OPR combinatorial algebra

Roébert Freud ANT number theory, additive arithmetic functions

Katalin Fried TEA combinatorial number theory, algorithms

Vince Grolmusz csc co.m.blnat'or'lcs, graph theory, com'puter science, data
mining, bioinformatics, mathematical modeling

Katalin Gyarmati ANT combinatorial number theory, diophantine problems,
pseudorandomness

Gabor Halasz ANA complex functions

Norbert Hegyvari TEA number theory, additive combinatorics

Péter Hermann ANT algebra, group theory

Tibor lllés OPR linear optimization, convex optimization, nonlinear
programming

Ferenc lzsak AAC partial 'dlfferentla_l equations, finite element nah,
numerical modeling

Tibor Jordan OPR combinatorial optimization, graph theory, discrete
geometry

Alpér Juttner OPR combinatorial optimization

Janos Karatson AAC nume_rlcal functional analysis, partial differential
equations

Gyula Karolyi ANT number theory, additive combinatorics

Tamas Keleti ANA real analysis

Tamas Kiraly OPR submodular functions, combinatorial optimizatio

Zoltan Kiraly CSC algorithms, data structures, graph theory,
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combinatorial optimization, complexity theory

YS

BNt

Emil Kiss ANT algebra, universal algebra
Gyorgy Kiss GEO finite geometry, combinatorial geometry
Péter Komjéath CSC set theory, infinitary combinatorics
Géza Kos ANA combinatorics, analysis
Antal Kovats PTS actuarial mathematics, life contingencies
Janos Kristéf AAC toEoIoglcaI vector spaces, abstrgct harmonic arsal
C*-algebras, mathematical physics
Mikl6s Laczkovich ANA real analysis
Gyula Lakos GEO differential geometry, functional analysis
L4s716 LoVAsz csc discrete mathematics, graph theory, computer
science, large networks, ...
. . data mining, graph theory, human dynamics,
Andras Lukacs CSC bioinformatics
- linear programming, stochastic programing, momé
Gergely Madi-Nagy OPR problems
1A N AA financial mathematics, environmental applicatiohs
Laszlo Markus PTS statistics
Gvérav Michaletzk PTS stochastic processes, realization theory for statip
yorgy y processes
Tamas Méri PTS probability theory, random graphs and networks,
martingales
Gabor Mousson GEO geometric topology, geometric group theory,
g hyperbolic geometry
Andras Némethi GEO algebraic geometry, singularity theory
Péter P. Palfy ANT algebra, group theory, universal algebra
Jozsef Pelikan ANT algebra, group theory, commutative algebra
Tamas Pfeil AAC analysis, differential equations
Vilmos Prokaj PTS probability theory, stochastic processes
Tamas Prohle PTS statistics, multivariate and applied statistics
Andras Recski csc applications of combinatorial optimization in elgct
engineering
f et combinatorial, multiplicative number theory,
Andras Sarkozy ANT pseudorandomness
Zoltdn Sebestyén AAC functional analysis
Istvan Sigray ANA riemann surfaces
Eszter Sikolya AAC functional analysis, operator semigroups
Laszl6 Simon AAC nonlinear partial differential equations, nonlinear
partial functional equations, monotone operators
Péter Simon AAC dynamical systems, differential equations, networ}
processes
Andras Stipsicz ANA 4-manifolds
Csaba Szabd ANT algebra, universal algebra, computational caxpy
. . information theory, information systems' security
Istvan Szabo PTS aspects
- number theory, statistical theory of partitions,
sty Selsy ANT statistical group theory
Péter Sziklai csc discrete math., finite geometry, polynomials over

finite fields, cryptography
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Rébert Séke ANA several complex variables, differential georgetr

Sz5nyi Tamas: csc discrete mathematics: graphs, codes, design fin
geometry

Andrés S#cs ANA algebraic topology, immersion theory

Arpad Toth ANA modular forms, number theory

Laszlé Verhoczki GEO differential geometry, Riemannian geometry

Katalin Vesztergombi csc discrete mathematics, discrete geometry, modelin
large networks

Gergely Zabradi PTS algebraic muber theory

Andras Zempléni PTS statistics, extreme value modeling, multivariate

models

Department codes

AAC Applied Analysis and Computational Mathematics
ANA Analysis

ANT Algebra and Number Theory

CSC Computer Science

GEO Geometry

OPR Operations Research

PTS Probability Theory and Statistics

TEA Teaching and Education Centre
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I\VV. Description of the courses
(in alphabetical order)

Title of the course: Algebraic and differentialtopology (D27)|

Number of contact hours per week: 4+2

Credit value: 6+3

Course coordinator(s): Andrasiies

Department(s): Department of Analysis

Evaluation: oral examination + grade for probleolving
Prerequisites: Algebraic Topology course in BSC

A short description of the course:

Characteristic classes and their applications, edatipn of the cobordism ring of manifolds
Existence of exotic spheres.

Textbook:

Further reading:
1) J. W. Milnor, J. D. Stasheff: Characteristic €3as, Princeton, 1974.
2) R. E. Stong: Notes on Cobordism Theory, Printet®68.
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Title of the course: Algebraic topology (basimaterial) (C8)

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Andrasifes

Department(s): Department of Analysis
Evaluation: oral examination

Prerequisites: Algebraic Topology course inBISC

A short description of the course:

Homology groups, cohomology ring, homotopy grodiisations, exact sequences, Lefsch
fixpoint theorem.

etz

Textbook: none
Further reading:
R. M. Switzer: Algebraic Topology, Homotopy and Halogy, Springer- Verlag, 1975.
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Title of the course: Algorithms | (C17)|

Number of contact hours per week: 2+2

Credit value: 2+3

Course coordinator(s): Zoltan Kiraly

Department(s): Department of Computer Science
Evaluation: oral examination and tutorial mark

Prerequisites: none

A short description of the course:

Sorting and selection. Applications of dynamic pesgming (maximal interval-sum,
knapsack, order of multiplication of matrices, apdl binary search tree, optimization
problems in trees).

Graph algorithms: BFS, DFS, applications (shoppashs, 2-colorability, strongly connected
orientation, 2-connected blocks, strongly connectadponents). Dijkstra’s algorithm and
applications (widest path, safest path, PERT methloonson’s algorithm). Applications of
network flows. Stable matching. Algorithm of Hopftrand Karp.

Concept of approximation algorithms, examples (doddim, metric TSP, Steiner tree, bin
packing). Search trees. Amortization time. Fibonheap and its applications.

Data compression. Counting with large numbers,ralgo of Euclid, RSA. Fast Fourier
transformation and its applications. Strassen’swogefor matrix multiplication.

Textbook:
Further reading:

T. H. Cormen, C. E. Leiserson, R. L. Rivest, Cir8tmtroduction to Algorithms, McGraw-
Hill, 2002
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Title of the course: Analysis IV (for mathemati¢ans) (B1) |

Number of contact hours per week: 4+2

Credit value: 4+2

Course coordinator(s): Janos Kristof

Department(s): Department of Applied Analysis &uinputational
Mathematics, Department of Analysis

Evaluation: oral or written examination, tutdnmark

Prerequisites:

A short description of the course:

Abstract measures and integrals. Measurable fumti@uter measures and the extension
measures. Abstract measure spaces. Lebesgue- dmbgue-Stielties measure spag

s of
es.

Charges and charges with bounded variation. Absatontinuous and singular measures.

Radon-Nycodym derivatives. Lebesgue decompositibrmeasures. Density theorem
Lebesgue. Absolute continuous and singular reattioms. Product of measure spac
Theorem of Lebesgue-Fubini. L”p spaces. Convolubidiunctions.

of
es.

Textbook: none

Further reading:
1) Bourbaki, N.: Elements of Mathematics, Integnatl, Chapters 1-6, Springer-Verlag, N¢
York-Heidelberg-Berlin, 2004.

2) Dieudonné, J.: Treatise On Analysis, Vol. Il,apters XllI-XIV, Academic Press, Ne
York-San Fransisco-London, 1976.

3) Halmos, Paul R.: Measure Theory, Springer-Venkgwv York-Heidelberg-Berlin, 1974.
4) Rudin, W.: Principles of Mathematical Analysid¢cGraw-Hill Book Co., New York-Sar
Fransisco-Toronto-London, 1964.

5) Dunford, N.- Schwartz, T.J.: Linear operatorartPl: General Theory, Interscien

\Eu

W

Publishers, 1958.
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Title of the course: Analysis of time series (D38)

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Laszl6 Markus

Department(s): Department of Probability Theang Statistics
Evaluation: Oral examination

Prerequisites: Probability theory and Statsstic

Stationary processes

A short description of the course:

Basic notions of stationary processes,weak, k-oslact stationarity, ergodicity,
convergence to stationary distribution. Interdeere structure: autocovariance,
autocorrelation, partial autocorrelation functi@msl their properties, dynamic copulas.
Spectral representation of stationary processeslmrthogonal stochastic measure, the
spectral density function, Herglotz’'s theorem.

Introduction and basic properties of specific tisegies models: Linear models: AR(1), AR
AR(p), Yule-Walker equations, MA(q), ARMA(p,q), ARIA(p,d,q) conditions for the
existence of stationary solutions and invertibjlitye spectral density function. Nonlinear
models: ARCH(1), ARCH(p), GARCH(p,q), Bilinear(pigQ), SETAR, regime switching
models. Stochastic recursion equations, stabihiy Ljapunov-exponent and conditions for
the existence of stationary solutions, Kesten-Vatn@oldie theorem on stationary solution
with regularly varying distributions. Conditionsrfthe existence of stationary ARCH(1)
process with finite or infinite variance, the regtly index of the solution.

Estimation of the mean. Properties of the samplannéepending on the spectral measure.

Estimation of the autocovariance function. Biagjarece and covariance of the estimator.
Estimation of the discrete spectrum, the periodogiRroperties of periodogram values at
Fourier frequencies. Expectation, variance, comaeaand distribution of the periodogram 3
arbitrary frequencies. Linear processes, lineterfiimpulse-response and transfer function
spectral density and periodogram transformatiothkylinear filter. The periodogram as
useless estimation of the spectral density funciidmdowed periodogram as spectral dens
estimation. Window types. Bias and variance ofwire@lowed estimation. Tayloring the
windows. Prewhitening and CAT criterion.

2)

1°2)

S,

Sity

Textbook: none

Further reading:

Priestley, M.B.: Spectral Analysis and Time Serfssademic Press 1981

Brockwell, P. J., Davis, R. A.: Time Series: Theand Methods. Springer, N.Y. 1987
Tong, H. : Non-linear time series: a dynamical eyst approach, Oxford University Press,
1991.

Hamilton, J. D.: Time series analysis, Princetornversity Press, Princeton, N. J. 1994
Brockwell, P. J., Davis, R. A.: Introduction to &nseries and forecasting, Springer. 1996.

Pena, D., Tiao and Tsay, R.: A Course in Time Sehealysis, Wiley 2001.
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Title of the course: Applications of operationgesearch (D58)|

Number of contact hours per week: 2+0

Credit value: 3+0

Course coordinator(s): Gergely Madi-Nagy

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites: -

A short description of the course:

Applications in economics. Inventory and locatiorolgems. Modeling and solution of
complex social problems. Transportation problemesd&is of maintenance and production
planning. Applications in defense and in water nggnaent.

Textbook: none

Further reading: none
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Title of the course: Applied discrete mathematis seminar

(D44)|

Number of contact hours per week: 0+2

Credit value: 2

Course coordinator(s): Zoltan Kiraly

Department(s): Department of Computer Science
Evaluation: giving a presentation

Prerequisites: none

A short description of the course:
Study and presentation of selected journal papers.

Textbook:
Further reading:
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Title of the course: Approximation algorithms (D59) \

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tibor Jordan

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

approximation algorithms for NP-hard problems, baschniques,

LP-relaxations. Set cover, primal-dual algorithivisrtex cover, TSP, Steiner tree, feedb
vertex set, bin packing, facility location, schadgl problems, k-center, k-cut, multict
multiway cut, multicommodity flows, minimum size donnected subgraphs, minimu
superstring, minimum max-degree spanning trees.

ack
It,
m

Textbook: V.V. Vazirani, Approximation algorithmSpringer, 2001.
Further reading:
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Title of the course: Basic algebra (reading cose) (B2) |

Number of contact hours per week: 0+2

Credit value: 5

Course coordinator(s): Péter Pal Palfy

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Basic group theory. Permutation groups. Lagrang&sorem. Homomorphisms and norn
subgroups. Direct product, the Fundamental theavéirimite Abelian groups. Free grouj
and defining relations.

Basic ring theory. Ideals. Chain conditions. In&glomains, PID’s, euclidean domains.
Fields, field extensions. Algebraic and transcetaleziements. Finite fields.

Linear algebra. The eigenvalues, the characterigdglynmial and the minimal polynomial
a linear transformation. The Jordan normal formanBformations of Euclidean spac
Normal and unitary transformations. Quadratic far8vester's theorem.

nal
DS

eS.

Textbook: none

Further reading:
I.N. Herstein: Abstract Algebra. Mc.Millan, 1990
P.M. Cohn: Classic Algebra. Wiley, 2000
I.M. Gel'fand: Lectures on linear algebra. DovE989
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Title of the course: Basic geometry (reading cose) (B3) \

Number of contact hours per week: 0+2

Credit value: 5

Course coordinator(s): Géabor Moussong
Department(s): Department of Geometry
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Non-euclidean geometries: Classical non-euclidezomgtries and their models. Projective

spaces. Transformation groups.

Vector analysis: Differentiation, vector calculusdimension 3. Classical integral theorems.

Space curves, curvature and torsion.
Basic topology: The notion of topological and mespaces. Sequences and converge
Compactness and connectedness. Fundamental group.

Textbooks:

1. M. Berger: Geometry I-1l (Translated from threrrch by M. Cole and S. Levy).
Universitext, Springer-Verlag, Berlin, 1987.

2. P.C. Matthews: Vector Calculus (Springer Undadgate Mathematics Series). Springer
Berlin, 2000.

3. W. Klingenberg: A Course in Differential GeometGraduate Texts in Mathematics).
Springer-Verlag, 1978.

4. M. A. Armstrong: Basic Topology (Undergraduaexi® in Mathematics), Springer-
Verlag, New York, 1983.

Further reading:

nce.
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Title of the course: Business economics (DG|O

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Rébert Fullér

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Monopoly, Lerner index; horizontal differentiatiaihe effect of advertisement and service
vertical differentiation; price discrimination; \texal control; Bertrand’s paradox, repeated
games; price competition; tacit collusion; the r@ld&R&D in the competition.

Textbook:
Jean Tirole, The Theory of Industrial Organizatidhe MIT Press, Cambridge, 1997.

Further reading:
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Title of the course: Chapters of complex functin theory (D9) |

Number of contact hours per week: 4+0

Credit value: 6

Course coordinator(s): Gabor Halasz

Department(s): Department of Analysis

Evaluation: oral examination, home work andipgration
Prerequisites: Complex Functions (BSc),

Analysis IV. (BSc)

A short description of the course:

The aim of the course is to give an introductiondadous chapters of functions of a complex
variable. Some of these will be further elaboraieddepending on the interest of the
participants, in lectures, seminars and practiecdstannounced in the second semester. In
general, six of the following, essentially self-tained topics can be discussed, each takin
about a month, 2 hours a week.

«

Topics:
Phragmeén-Lindelof type theorems.

Capacity. Tchebycheff constant. Transfinite diameéseen function. Capacity and
Hausdorff measure. Conformal radius.

Area principle. Koebe’s distortion theorems. Estioraof the coefficients of univalent
functions.

Area-length principle. Extremal length. Modulus @fiadruples and rings. Quasiconformal
maps. Extension to the boundary. Quasisymmetrictioms. Quasiconformal curves.

Divergence and rotation free flows in the planemptex potencial. Flows around fixed
bodies.

Laplace integral. Inversion formuli. Applicatiorss Tauberian theorems, quasianalytic
functions, Mlntz’'s theorem.

Poisson integral of L_p functions. Hardy spacestddlaRiesz’s theorem. Interpolation
between L_p spaces. Theorem of the Riesz brothers.

Meromorphic functions in the plane. The two maiadtems of the Nevanlinna theory.

Textbook:

Further reading:

M. Tsuji: Potential Theory in Modern Function ThgoMaruzen Co., Tokyo, 1959.

L.V. Ahlfors: Conformal Invariants, McGraw-Hill, Ne York, 1973.

Ch. Pommerenke: Univalent Functions, Vandenhoe&grecht, Gottingen, 1975.

L.V. Ahlfors: Lectures on Quasiconformal Mappings,Van Nostrand Co., Princeton, 196¢
W.K.Hayman: MeromorphicFunctions, Clarendon Pr&sdprd 1964.

P. Koosis: Introduction tél, Spaces, University Press, Cambridge 1980.

G. Polya and G. Latta: Complex Variables, John W&eSons, New York, 1974.

7
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Title of the course: Codes and symmetric structes (D45)\

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tamasi8yi

Department(s): Department of Computer Science
Evaluation: oral or written examination

Prerequisites:

A short description of the course:
Error-correcting codes; important examples: HammiCH (Bose, Ray-Chaudhur

Hocquenheim) codes. Bounds for the parameterseotdiile: Hamming bound and perfect

codes, Singleton bound and MDS codes. Reed-SoloRead-Muller codes. The Gilber

t-

Varshamov bound. Random codes, explicit asympibtigaod codes (Forney's concatenated

codes, Justesen codes). Block designs t-designthamdinks with perfect codes. Binary and

ternary Golay codes and Witt designs. Fisher'suakty and its variants. Symmetric designs,

the Bruck-Chowla-Ryser condition. Constructions tfbaecursive and direct) of bloc
designs.

Textbook: none

Further reading:

P.J. Cameron, J.H. van Lint: Designs, graphs, caddgheir links Cambridge Univ. Press,
1991.

J. H. van Lint: Introduction to Coding theory, Smer, 1992.

J. H. van Lint, R.J. Wilson, A course in combinatsy Cambridge Univ. Press, 1992; 2001

k
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Title of the course: Combinatorial algorithms 1. (D61) \

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Tibor Jordan

Department(s): Department of Operations Research
Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Search algorithms on graphs, maximum adjacencyriogleghe algorithm of Nagamochi ar
Ibaraki. Network flows. The Ford Fulkerson algomiththe algorithm of Edmonds and Ka
the preflow push algorithm. Circulations. Minimurast flows. Some applications of flow
and circulations. Matchings in graphs. Edmondsordtigm, the Gallai Edmonds structu
theorem. Factor critical graphs. T-joins, f-factdd&amic programming. Minimum cost
arborescences.

d
D,
VS
re

Textbook:
A. Frank, T. Jordan, Combinatorial algorithms, lgetnotes.

Further reading:
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Title of the course: Combinatorial algorithms IlI. (D62)\

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tibor Jordan

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Connectivity of graphs, sparse certificates, eacodgositions. Karger's algorithm f
computing the edge connectivity. Chordal graphsp#cial ordering. Flow equivalent tree
Gomory Hu trees. Tree width, tree decompositiorgofithms on graphs with small tre
width. Combinatorial rigidity. Degree constraineteatations. Minimum cost circulations.

2€

Textbook:
A. Frank, T. Jordan, Combinatorial algorithms, lgetnotes.

Further reading:
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Title of the course: Combinatorial geometry C9) \

Number of contact hours per week: 2+1

Credit value: 2+2

Course coordinator: Gyorgy Kiss

Department: Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Combinatorial properties of finite projective arfliree spaces. Collineations and polarities,
conics, quadrics, Hermitian varieties, circle getiras, generalized quadrangles.

Point sets with special properties in EuclidearcepaConvexity, Helly-type theorems,
transversals.

Polytopes in Euclidean, hyperbolic and sphericahgetries. Tilings, packings and covering
Density problems, systems of circles and spheres.

JS.

Textbook: none

Further reading:

1. Boltyanski, V., Martini, H. and Soltan, P.S.:dixsions into Combinatorial Geometry,
Springer-Verlag, Berlin-Heidelberg-New York, 1997.

2. Coxeter, H.S.M.: Introduction to Geometry, Jékibey & Sons, New York, 19609.

3. Fejes Téth L.: Regular Figures, Pergamon Pf@sfrd-London-New York-Paris, 1964.
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Title of the course: Combinatorial number theory (D6) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Andras Sarkozy

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination
Prerequisites: Number theory 2

A short description of the course:

Brun's sieve and its applications. Schnirelmanddteon theorems, the primes form an
additive basis. Additive and multiplicative Sidagts Divisibility properties of sequences,
primitive sequences. The "larger sieve", applicatigdilbert cubes in dense sequences,
applications. The theorems of van der Waerden aet8redi on arithmetic progressions.
Schur's theorem on the Fermat congruence.

Textbook: none

Further reading:
H. Halberstam, K. F. Roth: Sequences.
C. Pomerance, A. Sarkozy: Combinatorial Number offye(in: Handbook of
Combinatorics)
P. Erds, J. Suranyi: Topics in number theory.
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Title of the course: Combinatorial structures aml algorithms (D63) \

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Tibor Jordan

Department(s): Department of Operations Research
Evaluation: tutorial mark

Prerequisites:

A short description of the course:

Solving various problems from combinatorial optiatinn, graph theory, matroid theory, and
combinatorial geometry.

Textbook: none
Further reading: L. Lovasz, Combinatorial probleang exercises, North Holland 1979.
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Title of the course: Commutative algebra (D1) \

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Jozsef Pelikan

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination andotial mark
Prerequisites: Rings and Algebras

A short description of the course:

Ideals. Prime and maximal ideals. Zorn's lemma.radital, Jacobson radical. Prin
spectrum.

Modules. Operations on submodules. Finitely geedratodules. Nakayama's lemma. EX
sequences. Tensor product of modules.

Noetherian rings. Chain conditions for mudules ands. Hilbert's basis theorem. Prima
ideals. Primary decomposition, Lasker-Noether teeorKrull dimension. Artinian rings.

Localization. Quotient rings and modules. Extended restricted ideals.

Integral dependence. Integral closure. The 'gopigand 'going-down’ theorems. Valuatio
Discrete valuation rings. Dedekind rings. Fractladeals.

Algebraic varieties. 'Nullstellensatz'. Zariski-tdpgy. Coordinate ring. Singular and regu
points. Tangent space.

Dimension theory. Various dimensions. Krull's pijpat ideal theorem. Hilbert-function
Regular local rings. Hilbert's theorem on syzygies.

ne

act
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Textbook: none

Further reading:
Atiyah, M.F.—McDonald, 1.G.: Introduction to Commative Algebra. Addison—Wesle)

Ys

1969.
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Title of the course: Complex functions (B4) |

Number of contact hours per week: 3+2

Credit value: 3+3

Course coordinator(s): Gabor Halasz

Department(s): Department of Analysis
Evaluation: oral examination and tutorial mark
Prerequisites: Analysis 3 (BSc)

A short description of the course:

Complex differentiation. Power series. Elementaryctions. Cauchy’s integral theorem and
integral formula. Power series representation gfila functions. Laurent expansion. Isolated
singularities. Maximum principle. Schwarz lemma @sdpplications. Residue theorem.
Argument principle and its applications. Sequerafeaggular functions. Linear fractional
transformations. Riemann’s conformal mapping theorgéxtension to the boundary.
Reflection principle. Picard’s theorem. Mappinggofygons. Functions with prescribed
singularities. Integral functions with prescribeat@s. Functions of finite order. Borel
exceptional values. Harmonic functions. Dirichledldem for a disc.

Textbook:

Further reading:
L. Ahlfors: Complex Analysis, McGraw-Hill Book Comapy, 1979.
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Title of the course: Complex manifolds (DlOb

Number of contact hours per week: 3+2

Credit value: 4+3

Course coordinator(s): Rébert ke

Department(s): Department of Analysis

Evaluation: oral or written examination anctial mark
Prerequisites: complex analysis (BSc)

real analysis and algebra (BSc)
Some experience with real manifolds and diffeednti
forms is useful.

A short description of the course:

Complex and almost complex manifolds, holomorpkberf bundles and vector bundles, Li
groups and transformation groups, cohomology, Seuality, quotient and submanifolds,

e

blowup, Hopf-, Grassmann and projective algebraamifolds, Weierstrass' preparation and

division theorem, analytic sets, Remmert-Stein t@ep meromorphic functions, Siegel, Levi

and Chow's theorem, rational functions.

Objectives of the course: the intent of the couss® familiarize the students with the most

important methods and objects of the theory of demnmanifolds and to do this as simply

as

possible. The course completely avoids those atistoncepts (sheaves, coherence, sheaf
cohomology) that are subjects of Ph.D. coursesndJsinly elementary methods (power
series, vector bundles, one dimensional cocycld)@esenting many examples, the course

introduces the students to the theory of complexifolas and prepares them for possi
future Ph.D. studies.

ble

Textbook: Klaus Fritzsche, Hans Grauert: From haghic functions to complex manifold
Springer Verlag, 2002

Further reading:

K. Kodaira: Complex manifolds and deformations afplex structures, Springer Verlag,
2004

1.Huybrechts: Complex geometry: An introductionrigger Verlag, 2004

[92)
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Title of the course: Complexity theory (D4Gj
Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Vince Grolmusz

Department(s): Department of Computer Science

Evaluation: oral examination and tutorial mark

Prerequisites:

A short description of the course: finite automatasing machines, Boolean circuits. Lower
bounds to the complexity of algorithms. Communmaitomplexity. Decision trees, Ben-
Or’s theorem, hierarchy theorems. Savitch theok@racles. The polynomial hierarchy.
PSPACE. Randomized complexity classes. Pseudorareisninteractive protocols.
IP=PSPACE. Approximability theory. The PCP theor&arallel algorithms. Kolmogorov
complexity.

Textbook: Laszl6 Lovasz: Computational Complexity
(ftp://ftp.cs.yale.edu/pub/lovasz.pub/complex.pk.gz

Further reading:
PapadimitriouComputational ComplexitgAddison Wesley, 1994)

Cormen. Leiserson, Rivest, Stein: Introduction tgokithms; MIT Press and McGraw-Hill.
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Title of the course: Complexity theory seminar (D47) |

Number of contact hours per week: 0+2

Credit value: 2

Course coordinator(s): Vince Grolmusz

Department(s): Department of Computer Science
Evaluation: oral examination or tutorial mark
Prerequisites: Complexity theory

A short description of the course: Selected pape¥presented in computational complexit
theory

Textbook: none

Further reading:

STOC and FOCS conference proceedings

The Electronic Colloquium on Computational ComptexXhttp://eccc.hpi-web.de/eccc/)

Yy
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Title of the course: Computational methods in oerations research (D64)|

Number of contact hours per week: 0+2

Credit value: 0+3

Course coordinator(s): Gergely Madi-Nagy

Department(s): Department of Operations Research
Evaluation: tutorial mark

Prerequisites: -

A short description of the course:

Implementation questions of mathematical prograngmiethods.

Formulation of mathematical programming problenms| @aterpretation of solutions: progre
from standard input/output formats to modeling $ool

The LINDO and LINGO packages for linear, nonlineand integer programming. Tk
CPLEX package for linear, quadratic, and integegpmming.

Modeling tools: XPRESS, GAMS, AMPL.

SS

e

Textbook: none
Further reading:

Maros, .. Computational Techniques of the Simpethod, Kluwer Academic Publishers,
Boston, 2003
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Title of the course: Continuous optimization (C20) |

Number of contact hours per week: 3+2

Credit value: 3+3

Course coordinator(s): Tibor lllés

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course: Linear ineqyadystems: Farkas lemma and other

alternative theorems, The duality theorem of linmagramming, Pivot algorithms (criss-
cross, simplex), Interior point methods, Matrix gegamNash equilibrium, Neumann theorem
on the existence of mixed equilibrium, Convex oation: duality, separability, Convex
Farkas theorem, Kuhn-Tucker-Karush theorem, Noalipeogramming models, Stochastic
programming models.

Textbook: none

Further reading:

1. Katta G. MurtyLinear ProgrammingJohn Wiley & Sons, New York, 1983.

2. VaSek ChvatalLinear ProgrammingW. H. Freeman and Company, New York, 1983.

3. C.Roos, T. Terlaky and J.-Ph. Vidheory and Algorithms for Linear Optimization: An
Interior Point ApproachJohn Wiley & Sons, New York, 1997.

4. Béla MartosNonlinear Programming: Theory and Method&adémiai Kiadd, Budapes
1975.

5. M. S. Bazaraa, H. D. Sherali and C. M. Shatiynlinear Programming: Theory and
Algorithms.John Wiley & Sons, New York, 1993.

6. J.-B. Hiriart-Urruty and C. Lemaréch@&onvex Analysis and Minimization Algorithms
Il. Springer-Verlag, Berlin, 1993.

—
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Title of the course: Convex geometry (D28)

Number of contact hours per week: 4+2

Credit value: 6+3

Course coordinator(s): Kéroly Borbczky, Jr.

Department(s): Department of Geometry

Evaluation: oral or written examination anctial mark

Prerequisites:

A short description of the course:

Convex polytopes, Euler and Dehn—-Sommerville foaauupper bound theorem.

Mean projections. Isoperimetric, Brunn-MinkowskiJeRander-Fenchel, Rogers—Sheph
and Blaschke-Santalo inequalities.

Lattices in Euclidean spaces. Successive minima aodering radius. Minkowski
Minkowski—Hlawka and Mahler theorems. Critical ile¢ts and finiteness theorems. Redu
basis.

ard

ced

Textbook: none
Further reading:
1) B. Grinbaum: Convex polytopes, 2nd edition, I8per-Verlag, 2003.
2) P.M. Gruber: Convex and Discrete Geometry, $janir/erlag, 2006.

3) P.M. Gruber, C.G. Lekkerkerker: Geometry of nensh North-Holland, 1987.
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Title of the course: Cryptography (D39)|
Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Istvan Szabd

Department(s): Department of Probability Theang Statistics
Evaluation: C type examination

Prerequisites: Probability and statistics

A short description of the course:

Data Security in Information Systems. Confidentyalintegrity, Authenticity, Threats
(Viruses, Covert Channels), elements of the Stegyapby and Cryptography;

Short history of Cryptography (Experiences, Risks);

Hierarchy in Cryptography: Primitives, Schemes,t&tols, Applications;

Random- and Pseudorandom Bit-Generators;

Stream Ciphers: Linear Feedback Shift Registersa8t Ciphers based on LFSRs, Linear
Complexity, Stream Ciphers in practice (GSM-A5, &hoth-EO0, WLAN-RC4), The
NIST Statistical Test Suite;

Block Ciphers: Primitives (DES, 3DES, IDEA, AES)nkar and Differential Cryptanalysis;

Public-Key Encryption: Primitives (KnapSack, RSAGEmal public-key encryption, Elliptig
curve cryptography,...), Digital Signatures, Typestthcks on PKS (integer factorisatiq
problem, Quadratic/Number field sieve factoringpag parameters,...);

Hash Functions and Data Integrity: Requiremen@ndirds and Attacks (birthday, collisiof
attacks);

Cryptographic Protocols: Modes of operations, Kenagement protocols, Secret sharing
Internet protocols (SSL-TLS, IPSEC, SSH,...)

Cryptography in Information Systems (Applicationd)gital Signatures Systems (algorithm
keys, ETSI CWA requirements, Certification AuthpyiSSCD Protection Profile, X-
509v3 Certificate,...), Mobile communications (GSMGP, SET,...;

Quantum Cryptography (quantum computation, quarkeynexchange, quantum
teleportation).

S,

Textbook: none

Further reading:
Bruce Schneier: Applied Cryptography. Wiley, 1996
Alfred J. Menezes, Paul C. van Oorshchor, ScoWfanstone: Handbook of Applied

Cryptography, CRC Press, 1997, http://www.cacr.nm&thterloo.ca/hac/
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Title of the course: Current topics in algebra (D2) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator: Emil Kiss

Department: Department of Algebra and NumbezoFi
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

This subject of this course is planned to changenfyear to year. Some possible topics:
algebraic geometry, elliptic curvep;adic numbers, valuation theory, Dedekind-domalins,
binding categories.

Textbook: none

Further reading:
depends on the subject
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Title of the course: Data mining (D4Sj

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator: Andras Lukacs

Department: Department of Computer Science
Evaluation: oral or written examination ancdtidl mark

Prerequisites:

A short description of the course:

Basic concepts and methodology of knowledge disgowe databases and data minir
Frequent pattern mining, association rules. Leviskvalgorithms, APRIORI. Partitioning ar
Toivonen algorithms. Pattern growth methods, FRwgno Hierarchical association rule
Constraints handling. Correlation search.

Dimension reduction. Spectral methods, low-rank rixaapproximation. Singular value

decomposition. Fingerprints, fingerprint based &nty search.

Classification. Decision trees. Neural networkd\Ni; Bayesian methods, kernel metho
SVM.

Clustering. Partitioning algorithms, k-means. Hiehécal algorithms. Density and link bas
clustering, DBSCAN, OPTICS. Spectral clustering.

Applications and implementation problems. Systemshitecture in data mining. Dat
structures.

1g.
nd
S.

a

Textbook:

Further reading:

Jiawei Han és Micheline Kamber: Data Mining: Conisegnd Techniques, Morgan
Kaufmann Publishers, 2000, ISBN 1558604898,

Pang-Ning Tan, Michael Steinbach, Vipin Kumar: doluction to Data Mining, Addison-
Wesley, 2006, ISBN 0321321367.

T. Hastie, R. Tibshirani, J. H. Friedman: The Edents of Statistical Learning: Data Mining
Inference, and Prediction, Springer-Verlag, 2001.
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Title of the course: Descriptive set theory 011) |

Number of contact hours per week: 3+2

Credit value: 4+3

Course coordinator(s): Miklos Laczkovich

Department(s): Department of Analysis

Evaluation: oral or written examination andcotial mark
Prerequisites: Analysis 4,

Introduction to topology

A short description of the course:

Basics of general topology. The Baire property. fraafinite hierarchy of Borel sets. The
Baire function classes. The Suslin operation. Aii@and coanalytic sets. Suslin spaces.
Projective sets.

Textbook: none
Further reading:

K. Kuratowski: Topology |, Academic Press, 1967.
A. Kechris: Classical descriptive set theory, Sgein 1998.
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Title of the course: Design, analysis and impleméation of algorithms
and data structures | (D49)

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Zoltan Kiraly

Department(s): Department of Computer Science
Evaluation: oral examination

Prerequisites: Algorithms |

A short description of the course:

Maximum adjacency ordering and its applicationsarSe certificates for connectivity.
Minimum cost arborescence. Degree constrainedtatiens of graphs. 2-SAT. Tree-width,
applications. Gomory-Hu tree and its applicatiowirger tree and traveling salesperson.

Minimum cost flow and circulation, minimum mean k/c

Matching in non-bipartite graphs, factor-criticahghs, Edmonds’ algorithm. Structure
theorem of Gallai and Edmonds. T-joins, the probtgr@hinese postman.

On-line algorithms, competitive ratio.

Textbook: none
Further reading:

T. H. Cormen, C. E. Leiserson, R. L. Rivest, Cirtlmtroduction to Algorithms, McGraw-
Hill, 2002.

A. Schrijver: Combinatorial Optimization, Springéerlag, 2002.

Robert Endre Tarjan: Data Structures and NetwogoAlhms , Society for Industrial and
Applied Mathematics, 1983.

Berg-Kreveld-Overmars-Schwarzkopf: Computationab@etry: Algorithms and
Applications , Springer-Verlag, 1997.
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Title of the course: Design, analysis and impleméation of algorithms
and data structures Il (D50)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Zoltan Kiraly

Department(s): Department of Computer Science

Evaluation: oral examination

Prerequisites: Design, analysis and implementatfalgorithms and

data structures |

A short description of the course:

Data structures for the UNION-FIND problem. Pairargd radix heaps. Balanced and self-
adjusting search trees.

Hashing, different types, analysis. Dynamic tress their applications.
Data structures used in geometric algorithms: hibieal search trees, interval trees, segn

trees and priority search trees.

Textbook: none
Further reading:

T. H. Cormen, C. E. Leiserson, R. L. Rivest, Cir8tmtroduction to Algorithms, McGraw-
Hill, 2002.

A. Schrijver: Combinatorial Optimization, Springéerlag, 2002.

Robert Endre Tarjan: Data Structures and NetwogoAlhms , Society for Industrial and
Applied Mathematics, 1983.

Berg-Kreveld-Overmars-Schwarzkopf: Computationab@etry: Algorithms and
Applications , Springer-Verlag, 1997.

ent
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Title of the course: Differential geometry | (B5) \

Number of contact hours per week: 2+2

Credit value: 2+3

Course coordinator(s): Laszl6 Verhoczki

Department(s): Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Smooth parameterized curves in tmedimensional Euclidean spacBn. Arc length
parameterization. Distinguished Frenet frame. Curea functions, Frenet formula
Fundamental theorem of the theory of curves. Signedature of a plane curve. Four vert
theorem. Theorems on total curvatures of closedesur

Smooth hypersurfaces RN. Parameterizations. Tangent space at a point feinslamenta
form. Normal curvature, Meusnier’'s theorem. Weibgammapping, principal curvatures a
directions. Christoffel symbols. Compatibility egioas. Theorema egregium. Fundamer
theorem of the local theory of hypersurfaces. Gsiodaurves.
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Textbook:

M. P. do Carmo: Differential geometry of curves andfaces. Prentice Hall, Englewood
Cliffs, 1976.

Further reading:
B. O'Neill: Elementary differential geometry. Acad& Press, New York, 1966.
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Title of the course: Differential geometry Il (C10) \

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Laszl6 Verhoczki
Department(s): Department of Geometry
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Differentiable manifolds. Smooth mappings betweeaniiolds. Tangent space at a poi
Tangent bundle of a manifold. Lie bracket of twoosth vector fields. Submanifold
Covariant derivative. Parallel transport along aveu Riemannian manifold, Levi-Civit
connection. Geodesic curves. Riemannian curvateresor field. Spaces of const
curvature. Differential forms. Exterior product.tEsor derivative. Integration of differenti
forms. Volume. Stokes’ theorem.

nt.

nt
I

Textbooks:

1. F. W. Warner: Foundations of differentiable mf@ds and Lie groups. Springer-Verlag
New York, 1983.
2. M. P. do Carmo: Riemannian geometry. BirkhguBeston, 1992.

Further reading:
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Title of the course: Differential topology (bak material) (C11) |

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Andrasifes

Department(s): Department of Analysis
Evaluation: oral examination

Prerequisites: Algebraic Topology course in BSC

A short description of the course:

Morse theory, Pontrjagin construction, the fitsee stable homotopy groups of spheres,
Proof of the Poincare duality using Morse theamymiersion theory.

Textbook:

Further reading:
M. W. Hirsch: Differential Topology, Springer-Vegal976.
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Title of the course: Differential topology probem solving

(D29)

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Andrasifes

Department(s): Department of Analysis
Evaluation: oral examination

Prerequisites: BSc Algebraic Topology Course

A short description of the course:

See at the courses of Differential and Algebraipdiogy of the basic material

Textbook:

Further reading:
1) J. W. Milnor J. D Stasheff: Characteristic CeEssPrinceton, 1974.
2) R. E. Stong: Notes on Cobordism theory, Printédi@68.
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Title of the course: Discrete dynamical systems (D12) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Zoltan Buczolich

Department(s): Department of Analysis

Evaluation: oral examination

Prerequisites: Measure and integration theB8c(Analysis 4)

A short description of the course:

Topologic transitivity and minimality. Omega linsets. Symbolic Dynamics. Topologic
Bernoulli shift. Maps of the circle. The existerafdhe rotation number. Invariant measure
Krylov-Bogolubov theorem. Invariant measures andimal homeomorphisms. Rotations
compact Abelian groups. Uniquely ergodic transfdrams and minimality. Unimodal maps
Kneading sequence. Eventually periodic symbolieitary implies convergence to periodic
points. Ordering of the symbolic itineraries. Cluaeaization of the set of the itineraries.
Equivalent definitions of the topological entro@yg-zag number of interval maps. Markov
graphs. Sharkovskii's theorem. Foundations of ttgo#ic theory. Maximal and Birkhoff
ergodic theorem.

(2]
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Textbook: none
Further reading:

A. Katok, B.Hasselblatt: Introduction to the modémaory of dynamical
systems.Encyclopedia of Mathematics and its Appboa, 54. Cambridge University
Press,Cambridge, 1995.

W. de Melo, S. van Strien, One-dimensional dymanspringer Verlag, New York (1993)

l. P. Cornfeld, S. V. Fomin and Ya. G. Sinai, Engotheory, Springer Verlag, New York,
(1981).
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Title of the course: Discrete geometry (D3d

Number of contact hours per week: 3+2

Credit value: 4+3

Course coordinator(s): Kéaroly Bezdek

Department(s): Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Packings and coverings E2. Dowker theorems. The theorems of L. Fejes T6th Ragers

on densest packing of translates of a convex ortragn symmetric convex body.

Homogeneity questions. Lattice-like arrangementembgeneous packings (with gro
actions). Space claim, separability.

Packings and coverings in (Euclidean, hyperbolisgrerical spacead. Problems with the

definition of density. Densest circle packings (pasness), and thinnest circle coverings
A2. Tammes problem. Solidity. Rogers’ density bouad dphere packings igd. Clouds,

stable systems and separability. Densest sphekingadnA3. Tightness and edge tightne
Finite systems. Problems about common transversals.

=
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Textbook: none

Further reading:

1. Fejes Toth, L.: Regular figures, Pergamon P@sfrd—London—New York—Paris, 1964

2. Fejes Téth, L.: Lagerungen in der Ebene aukdmel und im Raum, Springer-Verlag,
Berlin—Heidelberg—NewYork, 1972.

3. Rogers, C. A.: Packing and covering, Cambridgeversity Press, 1964.

4. Boroczky, K. Jr.: Finite packing and coveri@@mbridge Ubiversity Press, 2004.
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Title of the course: Discrete mathematics (@ |

Number of contact hours per week: 2+2.

Credit value: 2+3

Course coordinator(s): Laszl6 Lovasz

Department(s): Department of Computer Science
Evaluation: oral or written examination ancotidal grade

Prerequisites:

A short description of the course:

Graph Theory: Colorings of graphs and.hypergrapbesfect graphs.Matching Theor
Multiple connectivity. Strongly regular graphs, egtality condition and its applicatio
Extremal graphs. Regularity Lemma. Planarity, Kowmagki's Theorem, drawing graphs (
surfaces, minors, Robertson-Seymour Theory.

Fundamental questions of enumerative combinatorésnerating functions, inversig
formulas for partially ordered sets, recurrencegchMnical summation.Classical count
problems in graph theory, tress, spanning treesjeu of 1-factors.

Randomized methods: Expectation and second mometitosh Random graphs, thresh
functions.

Applications of fields: the linear algebra metheairemal set systems. Finite fields, er
correcting codes, perfect codes.
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Textbook: none
Further reading:

J. H. van Lint, R.J. Wilson, A course in combinatsy Cambridge Univ. Press, 1992; 2001.

L. Lovasz: Combinatorial Problems and Exercises SAMrovidence, RI, 2007

R. L. Graham, D. E. Knuth, O. Patashnik, Concretghdmatics,
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Title of the course: Discrete mathematics |l (D51) |

Number of contact hours per week: 4+0

Credit value: 6

Course coordinator(s): Tamasi8yi

Department(s): Department of Computer Science
Evaluation: oral examination

Prerequisites: Discrete Mathematics |

A short description of the course:

Probabilistic methods: deterministic improvemenaeséndom object. Construction of grap
with large girth and chromatic number.

Random graphs: threshold function, evolution argpmidgn/n. Pseudorandom graphs.
Local lemma and applications.

Discrepancy theory. Beck-Fiala theorem.

Spencer’s theorem. Fundamental theorem on the Wapimervonenkis dimension.

Extremal combinatorics

Non- bipartite forbidden subgraphs: BsdStone-Simonovits and Dirac theorems.
Bipartite forbidden subgraphs: Turan number of pathd K(p,q). Finite geometry and
algebraic constructions.

Szemerédi’s regularity lemma and applications. mtRamsey type theorems.
Extremal hypergraph problems: Turan’s conjecture.

Textbook:

Further reading:
Alon-Spencer The probabilistic methqdViley 2000.
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Title of the course: Discrete optimization (21) \

Number of contact hours per week: 3+2

Credit value: 3+3

Course coordinator: Andras Frank

Department: Dept. Of Operations research
Evaluation: oral exam + tutorial mark

Prerequisites:

A short description of the course:

Basic notions of graph theory and matroid theorgpprties and methods (matchings, flows
and circulations, greedy algorithm). The elementspolyhedral combinatorics (totally
unimodular matrices and their applications). Maiombinatorial algorithms (dynamic
programming, alternating paths, Hungarian methothe elements of integer linear
programming (Lagrangian relaxation, branch-and-kipun

Textbook:
Andréas Frank: Connections in combinatorial optirticza (electronic notes).

Further reading:

W.J. Cook, W.H. Cunningham, W.R. Pulleybank, andghrijver, Combinatorial
Optimization, John Wiley and Sons, 1998.

B. Korte and J. Vygen, Combinatorial Optimizatidimeory and Algorithms, Springer, 2000.

E. Lawler, Kombinatorikus Optimalizalas: halézatskmatroidok, Mszaki Kiadd, 1982.
(Combinatorial Optimization: Networks and Matroids)

A. Schrijver, Combinatorial Optimization: Polyhedrad efficiency, Springer, 2003. Vol. 24
of the series Algorithms and Combinatorics.

R. K. Ahuja, T. H. Magnanti, J. B. Orlin: Networlo¥s: Theory, Algorithms and
Applications, Elsevier North-Holland, Inc., 1989




E6tvos Lorand University MSc in Mathematics

54

Title of the course: Discrete parameter martingkes

(C13)|

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Tamas F. Moéri

Department(s): Department of Probability Theang Statistics
Evaluation: oral examination

Prerequisites: Probability and statistics

A short description of the course:

Almost sure convergence of martingales. Convergenteg, regular martingales.
Regular stopping times, Wald’s theorem.

Convergence set of square integrable martingales.

Hilbert space valued martingales.

Central limit theory for martingales.

Reversed martingales, U-statistics, interchangiabil

Applications: martingales in finance; the Conwagoaithm; optimal strategies in favourable

games; branching processes with two types of iddads.

Textbook: none

Further reading:

Y. S. Chow — H. Teicher: Probability Theory — Indagence, Interchangeability,
Martingales. Springer, New York, 1978.

J. Neveu: Discrete-Parameter Martingales. Northd#adl, Amsterdam, 1975.

174
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Title of the course: Dynamical systems (D1$)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Zoltan Buczolich
Department(s): Department of Analysis
Evaluation: oral examination
Prerequisites: Differential equations (BSc)

A short description of the course:

Contractions, fixed point theorem. Examples of dyital systems: Newton’s method,
interval maps, quadratic family, differential eqoas, rotations of the circle. Graphic
analysis. Hyperbolic fixed points. Cantor sets ysehbolic repelleres, metric space of code
sequences. Symbolic dynamics and coding. Topolognsitivity, sensitive dependence on
the initial conditions, chaos/chaotic maps, strraitatability, period three implies chaos.
Schwarz derivative. Bifuraction theory. Period dioudp Linear maps and linear differential
equations in the plane. Linear flows and transtetion the torus. Conservative systems.

Textbook: none
Further reading:

B. Hasselblatt, A. Katok: A first course in dynami®Vith a panorama of
recentdevelopments. Cambridge University Press, Kefk, 2003.

A. Katok, B.Hasselblatt: Introduction to the modémaory of dynamical
systems.Encyclopedia of Mathematics and its Appboa, 54. Cambridge University
Press,Cambridge, 1995.

Robert L. Devaney: An introduction to chaotic dymeethsystems. Second edition.
AddisonWesley Studies in Nonlinearity. AddisonWgdRublishing Company, Advanced
Book Program, Redwood City, CA, 1989.
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Title of the course: Dynamical systems and diffential equations (D14)|

Number of contact hours per week: 4+2

Credit value: 6+3

Course coordinator(s): Péter Simon

Department(s): Dept. of Appl. Analysis and Comapional Math.
Evaluation: oral or written examination andcotial mark
Prerequisites: Differential equations (BSc)

A short description of the course:

Topological equivalence, classification of linegstems. Poincaré normal forms,
classification of nonlinear systems. Stable, uretalentre manifolds theorems, Hartman -
Grobman theorem. Periodic solutions and their ktgbindex of two-dimensional vector
fields, behaviour of trajectories at infinity. Ajgations to models in biology and chemistry
Hamiltonian systems. Chaos in the Lorenz equation.

Bifurcations in dynamical systems, basic exameginitions of local and global
bifurcations. Saddle-node bifurcation, Andronov-Hbiburcation. Two-codimensional
bifurcations. Methods for finding bifurcation cus/eStructural stability. Attractors.

Discrete dynamical systems. Classification accaydintopological equivalence. 1D maps,
the tent map and the logistic map. Symbolic dynan@haotic systems. Smale horseshoe
Sharkovski's theorem. Bifurcations.

Textbook: none
Further reading:

L. Perko, Differential Equations and Dynamical sys$, Springer
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Title of the course: Dynamics in one complex vable (D15)|

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Istvan Sigray

Department(s): Department of Analysis

Evaluation: oral or written examination anctial mark

Prerequisites:

A short description of the course:

Julia és Fatou sets. Smooth Julia sets. Attrafittpeints, Koenigs linearization theorem.
Superattractive fixpoints Botkher theorem. Par@biotpoints, Leau-Fatou theorem. Creme
points és Siegel discs. Holomorphic fixpoint foramuDense subsets of the Julia set.. Hern
rings. Wandering domains. Iteration of Polynomidlse Mandelbrot set. Root finding by
iteration. Hyperbolic mapping. Local connectivity.

an

Textbook:
John Milnor: Dynamics in one complex variable, St@mook IMS Preprint #1990/5

Further reading:
M. Yu. Lyubich: The dynamics of rational transfornRussian Math Survey, 41 (1986) 434
117

A. Douady: Systeme dynamique holomorphes, Sem Bdurb/ol 1982/83, 39-63,

Asterisque, 105-106
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Title of the course: Ergodic theory (D16j
Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Zoltan Buczolich

Department(s): Department of Analysis

Evaluation: oral examination

Prerequisites: : Measure and integration thé®8c Analysis 4) ,

Functional analysis 1.

A short description of the course:

Examples. Constructions. Von Neumann L2 ergodiordgra. Birkhoff-Khinchin pointwise
ergodic theorem. Poincaré recurrence theorem arehkgst’'s example. Khinchin’s theorem
about recurrence of sets. Halmos’s theorem abauvalgnt properties to recurrence.
Properties equivalent to ergodicity. Measure prasgrproperty and ergodicity of induced
maps. Katz’'s lemma. Kakutani-Rokhlin lemma. Ergagliof the Bernoulli shift, rotations of
the circle and translations of the torus. Mixingf{ditions). The theorem of Rényi about
strongly mixing transformations. The Bernoullifsis strongly mixing. The Koopman von
Neumann lemma. Properties equivalent to weak mixdagach’s principle. The proof of thg
Ergodic Theorem by using Banach'’s principle. Difetiation of integrals. Wiener’s local
ergodic theorem. Lebesgue spaces and properttbe ebnditional expectation. Entropy in
Physics and in information theory. Definition oétmetric entropy of a partition and of a
transformation. Conditional information and entrop¥ntropy metrics”. The conditional
expectation as a projection in L2. The theorem alikogorv and Sinai about generators.
Krieger's theorem about generators (without proof).

A} %4

Textbook: none
Further reading:

K. Petersen, Ergodic Theory,Cambridge Studies imaf\ded Mathematics 2, Cambridge
University Press, (1981).

l. P. Cornfeld, S. V. Fomin and Ya. G. Sinai, Engotheory, Springer Verlag, New York,
(1981).
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Title of the course: Exponential sums in numbetheory. (D7) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Andras Sarkozy

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Additive and multiplicative characters, their cootien, applications. Vinogradov's lemn
and its dual. Gaussian sums. The Pdlya-Vinogradeguality. Estimate of the least quadra
nonresidue. Kloosterman sums. The arithmetic andracier form of the large sieyv
applications. Irregularities of distribution relagito arithmetic progressions, lower estimatg
character sums. Uniform distribution. Weyl's cier Discrepancy. The Eéd-Turan
inequality. Van der Corput's method.
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Textbook: none

Further reading:
I. M. Vinogradov: Elements of number theory
L. Kuipers, H. Niederreiter: Uniform Distributiasf Sequences.
S. W. Graham, G. Kolesnik: Van der Corput’'s Metlob&Exponential Sums.

H. Davenport: Multiplicative Number Theory.
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Title of the course: Finite geometries (DBﬂ)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator: Gyorgy Kiss
Department: Department of Geometry
Evaluation: oral examination

Prerequisites:

A short description of the course:

The axiomams of projective and affine planes, eXxampf finite planes, non-desargues
planes. Collineations, configurational theorem®yrdmatization of projective planes. High
dimensional projective spaces.

Arcs, ovals, Segre’s Lemma of Tangents. Estimatethe number of points on an algebr
curve. Blocking sets, some applications of the R@dé/nomial. Arcs, caps and ovoids
higher dimensional spaces.

Coverings and packings, linear complexes, genelmlygons. Hyperovals.

Some applications of finite geometries to graplotirecoding theory and cryptography.
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Textbook: none

Further reading:

1. Hirschfeld, J:W.P.: Projective Geometries dviaite Fields, Clarendon Press, Oxford,
1999.

2. Hirschfeld, J.W.P.: Finite Projective SpaceJlofee Dimensions, Clarendon Press,
Oxford, 1985.
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Title of the course: Function series (C4)|

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Janos Kristof

Department: Dept. of Appl. Analysis and Compiotaal Math.
Evaluation: oral examination

Prerequisites:

A short description of the course:

Pointwise and L"2 norm convergence of orthogonaéseRademacher-Menshoff theorem
Weyl-sequence. Pointwise convergence of trigonamEturier-series. Dirichlet integral.
Riemann-Lebesgue lemma. Riemann’s localizationrdrador Fourier-series. Local
convergence theorems. Kolmogorov’s counterexantggr’s integral. Fejér’'s theorem.
Carleson’s theorem.

Textbooks:
Bela Szokefalvi-Nagy: Introduction to real functsoand orthogonal expansions,
Natanson: Constructive function theory
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Title of the course: Fourier integral (C5) |

Number of contact hours per week: 2+1

Credit value: 2+1

Course coordinator(s): Gabor Halasz
Department(s): Department of Analysis
Evaluation: oral examination
Prerequisites: Complex Functions (BSc),

Analysis IV. (BSc),
Probability 2. (BSc)

A short description of the course:

Fourier transform of functions in L_1. Riemann Lear@onvolution in L_1. Inversion
formula. Wiener’'s theorem on the closure of traleslaf L_1 functions. Applications to
Wiener’s general Tauberian theorem and special dr@autotheorems.

Fourier transform of complex measures. Charactegizontinuous measures by its Fourier
transform. Construction of singular measures.

Fourier transform of functions in L_2. Parsevahfiata. Convolution in L_2. Inversion
formula. Application to non-parametric density Bsition in statistics.

Young-Hausdorff inequality. Extension to L_p. Riédzorin theorem. Marczinkiewicz
interpolation theorem.

Application to uniform distribution. Weyl criterigits quantitative form by Efg-Turan.
Lower estimation of the discrepancy for disks.

Characterization of the Fourier transform of fuant with bounded support. Paley-Wiener
theorem.

Phragmén-Lindel6f type theorems.

Textbook:

Further reading:
E.C. Titchmarsh: Introduction to the Theory of Heurntegrals, Clarendon Press, Oxford,
1937.

A. Zygmund: Trigonometric Series, University PreSambridge, 1968, 2 volumes
R. Paley and N. Wiener: Fourier Transforms in them@lex Domain, American
Mathematical Society, New York, 1934.

J. Beck and W.L. Chen: Irregularities of Distrilmutj University Press, Cambridge, 1987.
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Title of the course: Functional analysis Il Co6) |

Number of contact hours per week: 1+2

Credit value: 1+2
Course coordinator(s): Zoltan Sebestyén
Department(s): Department of Appl. Analysis &uanputational Math.
Evaluation: oral examination
Prerequisites: Algebra IV
Analysis IV

A short description of the course:

Banach-Alaoglu Theorem. Daniel-Stone Theorem. SWeerstrass Theorem. Gelfand
Theory, Representation Theory of Banach algebras.

Textbook:
Riesz—S#kefalvi-Nagy: Functional analysis

Further reading:
W. Rudin: Functional analysis
F.F. Bonsall-J. Duncan: Complete normed algebras
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Title of the course: Game theory (D65[)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tibor lllés

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Matrix games. Optimal strategies for matrix gamés waddle point. Mixed strategies,
expected yield. Neumann minimax theorem. Solvinggimgames with linear programming
Nash equilibrium. Sperner lemma. The first and sddénaster-Kuratowski-Mazurkiewicz
theorems. The Brower and Kakutani fixed-point tle@aos. Shiffmann minimax theorem.
Arrow-Hurwitz and Arrow-Debreu theorems. The Arrdvwrwitz-Uzawa condition. The
Arrow-Hurwitz and Uzawa algorithms. Applicationsgdmes in environment protection,
health sciences and psichology.

Textbook: none
Further reading:

Forgd F., Szép J., SzidarovszkyIRtroduction to the theory of games: concepts, wath
applications Kluwer Academic Publishers, Dordrecht, 1999.

Osborne, M. J., Rubinstein AA,course in game theoryhe MIT Press, Cambridge, 1994.

J. P. AubinMathematical Methods of Game and Economic Theorth-Holland,
Amsterdam, 1982.
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Title of the course: Geometric algorithms (DB) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Katalin Vesztergombi
Department(s): Department of Computer Science
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Convex hull algorithms in the plane and in highienehsions.
Lower bounds: the Ben-Or theorem, moment curvejcpolyhedron. Decomposition of th
plane by lines. Search of convex hull in the plafie higher dimensions), search of laf
convex polygon (parabolic duality) . Point locatigneries in planar decomposition. P
office problem. Voronoi diagrams and Delaunay wialations and applications. Randomiz
algorithms and estimations of running times.
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Textbook: none

Further reading:
De Berg, Kreveld, Overmars, Schwartzkopf: Compatetl geometry. Algorithms and

applications, Berlin, Springer 2000.
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Title of the course: Geometric foundations of 3@raphics (D32)\

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Gyorgy Kiss

Department(s): Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Planar representations of three-dimensional objbgtsmethods of descriptive geomef
(parallel and perspective projections). Matrix esgmtations of affine transformations
Euclidean space. Homogeneous coordinates in pragespace. Matrix representations
collineations of projective space. Coordinate systand transformations applied in compt
graphics. Position and orientation of a rigid bo@ipy a fixed coordinate system
Approximation of parameterized boundary surfacesibypgulated polyhedral surfaces.
Three primary colors, tristimulus coordinates dight beam. RGB color model. HLS col
model. Geometric and photometric concepts of reangeRadiance of a surface patch. Ba
equation of photometry. Phong interpolation for tagiance of a surface patch illuminated
light sources. Digital description of a raster immagRepresentation of an object w
triangulated boundary surfaces, rendering imagéhbyray tracing method. Phong shadi
Gouraud shading.
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Textbook: none
Further reading:
J. D. Foley, A. van Dam, S. K. Feiner, and J. Fgliies: Computer Graphics, Principles an

&N

Practice. Addison-Wesley, 1990.
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Title of the course: Geometric measure theory (D17) |

Number of contact hours per week: 3+2

Credit value: 4+3

Course coordinator(s): Tamas Keleti

Department(s): Department of Analysis

Evaluation: oral or written examination andcotial mark
Prerequisites: Topics in Analysis

A short description of the course:

Hausdorff measure, energy and capacity. Dimensibpsoduct sets. Projection theorems.
Covering theorems of Vitali and Besicovitch. Ditfatiation of measures.

The Kakeya problem, Besicovitch set, Nikodym set.

Dini derivatives. Contingent. Denjoy-Young-Saksdtem.

Textbook: none

Further reading:

P. Mattila: Geometry of sets and measures in Eeahdspaces. Fractals and rectifiability.
Cambridge University Press, Cambrid@895.

K. Falconer: Geomerty of Fractal Sets, Cambridge/éisity Press, Cambridg&986.

S. Saks: Theory of the Integral, Dover, 1964
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Title of the course: Geometric modeling (D33

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Laszl6 Verhoczki
Department(s): Department of Geometry
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Solid modeling. Wire frames. Boundary representetio Implicit equations an
parameterizations of boundary surfaces. ConstrictBolid Geometry, Boolean s
operations.

Representing curves and surfaces. Curve interpala@ubic Hermite polynomials. Fitting
composite Hermite curve through a set of given fsoilCurve approximation. Contr
polygon, blending functions. Bernstein polynomid&zier curves. De Casteljau algorith

B-spline functions, de Boor algorithm. Applicati@mf weights, rational B-spline curves.

Composite cubic B-spline curves, continuity cormfi. Bicubic Hermite interpolatior
Fitting a composite Hermite surface through a degiven points. Surface design. Béz
patches. Rational B-spline surfaces. Compositeseasi continuity conditions.
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Textbook: none

Further reading:

1. G. Farin: Curves and surfaces for computerdagd®mmetric design. Academic Press,
Boston, 1988.

2. I. D. Faux and M. J. Pratt: Computational getwynior design and manufacturgllis

Horwood Limited, Chichester, 1979.
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Title of the course: Geometry IlI (B6) \

Number of contact hours per week: 3+2

Credit value: 3+2

Course coordinator(s): Balazs Csikés

Department(s): Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Projective geometry: projective space over a fighdpjective subspaces, dual spa
collineations, the Fundamental Theorem of Projecteometry. Cross ratio. The theorems
Pappus and Desargues, and their rble in the axiorfmindations of projective geometr
Quadrics: polarity, projective classification, cosections.
Hyperbolic geometry: Minkowski spacetime, the hygmoid model, the Cayley-Klein mode
the conformal models of Poincaré. The absoluteonotf parallelism, cycles, hyperbol
trigonometry.

Textbook:

M. Berger: Geometry I-Il (Translated from the kele by M. Cole and S. Levy).
Universitext, Springer—Verlag, Berlin, 1987.

Further reading:
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Title of the course: Graph theory (D66j
Number of contact hours per week: 2+0.

Credit value: 3

Course coordinator(s): Andras Frank and Zolt&aliK

Department(s): Dept. of Operations Research

Evaluation: oral exam

Prerequisites:

Short description of the course:
Graph orientations, connectivity augmentation. Matgs in not necessarily bipartite graph
T-joins. Disjoint trees and arborescences. Disjpaths problems. Colourings, perfect grap

Textbook:
Andréas Frank: Connections in combinatorial optirticza (electronic notes).

Further reading:

W.J. Cook, W.H. Cunningham, W.R. Pulleybank, and&ghrijver, Combinatorial
Optimization, John Wiley and Sons, 1998.

R. Diestel, Graph Theory, Springer Verlag, 1996.

A. Schrijver, Combinatorial Optimization: Polyhedrad efficiency, Springer, 2003. Vol. 24
of the series Algorithms and Combinatorics.

o
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71

Title of the course: Graph theory seminar

(DS) |

Number of contact hours per week: 0+2.

Credit value: 2

Course coordinator(s): Laszl6 Lovasz

Department(s): Department of Computer Science
Evaluation: type C exam

Prerequisites:

A short description of the course:
Study and presentation of selected papers

Textbook: none
Further reading:
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Title of the course: Graph theory tutorial (D67) \
Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Andras Frank and Zolt&aliK

Department(s): Dept. of Operations Research

Evaluation: tutorial mark

Prerequisites:

A short description of the course:

Graph orientations, connectivity augmentation. Matgs in not necessarily bipartite graph
T-joins. Disjoint trees and arborescences. Disjpaths problems. Colourings, perfect grap

Textbook:
Andras Frank: Connections in combinatorial optirticza(electronic notes).

Further reading:

W.J. Cook, W.H. Cunningham, W.R. Pulleybank, andghrijver, Combinatorial
Optimization, John Wiley and Sons, Icn., 1998.

R. Diestel, Graph Theory, Springer Verlag, 1996.

A. Schrijver, Combinatorial Optimization: Polyhedrad efficiency, Springer, 2003. Vol. 24
of the series Algorithms and Combinatorics.

o
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;
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Title of the course: Groups and representations (C1) |

Number of contact hours per week: 2+2

Credit value: 2+3

Course coordinator(s): Péter P. Palfy

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination andcotial mark

Prerequisites:

A short description of the course:

Group actions, permutation groups, automorphisnmuggo Semidirect products. Sylow
Theorems.

Finite p-groups. Nilpotent groups. Solvable groups, Phigdl's Theorems.
Free groups, presentations, group varieties. Tlé&sdh-Schreier Theorem.

Abelian groups. The Fundamental Theorem of finigegyerated Abelian groups. Torsionf
groups.

Linear groups and linear representations. Semigimpbdules and algebras. Irreduci
representations. Characters, orthogonality relatiomduced representations, Froben
reciprocity, Clifford’s Theorems.

ee

ble
ius

Textbook: none

Further reading:
D.J.S. Robinson: A course in the theory of grogmsinger, 1993
I.M. Isaacs: Character theory of finite groupsa8emic Press, 1976
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Title of the course: Integer programming | (0B8) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tamas Kiraly

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Basic modeling techniques. Hilbert bases, unimadylatotal dual integrality. Genera
heuristic algorithms: Simulated annealing, Tabud®aHeuristic algorithms for the Travelir]
Salesman Problem, approximation results. The HelgpKbound. Gomory-Chvatal cut

Valid inequalities for mixed-integer sets. Superde duality, the group problem.

Enumeration algorithms.

[—

Textbook: none
Further reading:

G.L. Nemhauser, L.A. Wolsey: Integer and Combinat@ptimization, John Wiley and
Sons, New York, 1999.

D. Bertsimas, R. Weismantel: Optimization over ¢i@es, Dynamic Ideas, Belmont, 2005.

S.
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Title of the course: Integer programming Il 069) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tamas Kiraly

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Sperner systems, binary sets defined by inequalitiattices, basis reduction. Integ
programming in fixed dimension. The ellipsoid metheequivalence of separation
optimization. The Lift and Project method. Validegualities for the Traveling Salesm
Problem. LP-based approximation algorithms.

Textbook: none
Further reading:

G.L. Nemhauser, L.A. Wolsey: Integer and Combirniat@ptimization, John Wiley and
Sons, New York, 1999.

D. Bertsimas, R. Weismantel: Optimization over ¢rgtes, Dynamic Ideas, Belmont, 2005.

er
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Title of the course: Introduction to information theory (D40) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Istvan Szabd

Department(s): Department of Probability Theang Statistics
Evaluation: oral or written examination

Prerequisites: Probability theory and Statsstic

A short description of the course:

Source coding via variable length codes and bladles. Entropy and its formal properties.
Information divergence and its properties. Typeas gpical sequences. Concept of noisy
channel, channel coding theorems. Channel capaietyts computation. Source and chani
coding via linear codes. Multi-user communicatigatems: separate coding of correlated
sources, multiple access channels.

nel

Textbook: none
Further reading:

Csiszar — Korner: Information Theory: Coding Theosefor Discrete Memoryless Systems|

Akadémiai Kiado, 1981.

Cover — Thomas: Elements of Information Theoryleyi1991.
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Title of the course: Introduction to topology (B7) |

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Andrasifes
Department(s): Department of Analysis
Evaluation: written examination

Prerequisites:

A short description of the course:

Topological spaces and continuous maps. Constngbbspaces: subspaces, quotient spa
product spaces, functional spaces. Separatiomaxidrison’s lemma. Tietze
theorem.Countability axioms., Urison’s metrizatibeorem. Compactness,
compactifications, compact metric spaces. Connigégtpath-connectivity. Fundamental
group, covering maps.

The fundamental theorem of Algebra, The hairy thedbrem, Borsuk-Ulam theorem.

1CES,

Textbook:

Further reading:

J. L. Kelley: General Topology, 1957, Princeton.
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Title of the course: Inventory management (D) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Gergely Madi-Nagy

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course: Harris form#DQ), Wagner-Whitin model, Silver-Mea
heuristics, (R,Q ) and (s,S) policy, The KANBAN ®&s.

Textbook: none
Further reading:
Sven Axater: Inventory Control, Kluwer, Boston, BO0SBN 0-7923-7758-3.
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Title of the course: Investments analysis () \

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Rébert Fullér

Department(s): Department of Operations Research
Evaluation: written examination

Prerequisites: none

A short description of the course:

Active portfolio management: The Treynor-Black modertfolio performance evaluation.
Pension fund performance evaluation. Active poidfatanagement. Forint-weighted versu
time-weighted returns.

U

Textbook:
Bodie/Kane/Marcus, Investments (Irwin, 1996)

Further reading:
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Title of the course: LEMON library: solving optimization problems in
C++ (D72)

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Alpar Juttner

Department(s): Department of Operations Research

Evaluation: Implementing an optimization aldgjom.

Prerequisites:

A short description of the course:

LEMON is an open source software library for sofygraph and network optimization
related algorithmic problems in C++. The aim obtbourse is to get familiar with the
structure and usage of this tool, through solviptinization tasks. The audience also have
the opportunity to join to the development of titedry itself.

Textbook: none

Further reading:

http://lemon.cs.elte.hu

Ravindra K. Ahuja, Thomas L. Magnanti, and Jame®iin. Network Flows. Prentice Hall,
1993.

W.J. Cook, W.H. Cunningham, W. Puleyblank, and éhr§ver. Combinatorial
Optimization. Series in Discrete Matehematics aptir@ization. Wiley-Interscience, Dec
1997.

A. Schrijver. Combinatorial Optimization - Polyhadxnd Efficiency. Springer-Verlag,
Berlin, Series: Algorithms and Combinatorics , V24, 2003
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Title of the course: Lie groups and symmetric spces (D34j

Number of contact hours per week: 4+2

Credit value: 6+3

Course coordinator(s): Laszl6 Verhoczki

Department(s): Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

Lie groups and their Lie algebras. Exponential niagapadjoint representation, Hausdor
Baker-Campbell formula. Structure of Lie algebra#potent, solvable, semisimple, a
reductive Lie algebras. Cartan subalgebras, clea8dn of semisimple Lie algebras.

Differentiable structure on a coset space. HomogesneRiemannian spaces. Connec

f-
nd

ted

compact Lie groups as symmetric spaces. Lie groumdd by isometries of a Riemannian

symmetric space. Riemannian symmetric spaces ast gsaces. Constructions fro
symmetric triples. The exact description of theangntial mapping and the curvature tens
Totally geodesic submanifolds and Lie triple systenRank of a symmetric spac
Classification of semisimple Riemannian symmetpaces. Irreducible symmetric spaces.

m
J0] 8
e.

Textbook:

S. Helgason: Differential geometry, Lie groups, agchmetric spaces. Academic Press, N
York, 1978.

Further reading:

O. Loos: Symmetric spaces I-Il. Benjamin, New Ydr869.
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Title of the course: Linear optimization (DB) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tibor lllés

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Goldman-Tucker model. Self-dual linear programnpngblems, Interior point condition,
Goldman-Tucker theorem, Sonnevend theorem, Straality, Farkas lemma, Pivot
algorithms.

Textbook: none

Further reading:

Katta G. Murty:Linear ProgrammingJohn Wiley & Sons, New York, 1983.

VasSek Chvatalt.inear ProgrammingW. H. Freeman and Company, New York, 1983.

C. Roos, T. Terlaky and J.-Ph. Vidheory and Algorithms for Linear Optimization: An
Interior Point ApproachJohn Wiley & Sons, New York, 1997.
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Title of the course: Macroeconomics and the theorgf economic
equilibrium (D74)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Gergely Madi-Nagy

Department(s): Department of Operations Research

Evaluation: written examination

Prerequisites: none

A short description of the course:

GDP growth factors. Relation between fiscal and etary policies. Inflation, taxes and
interes rates. Consumption versus savings. Monekatsgand stock markets. Employment
and labor market. Exports and imports. Analysismatroeconomic models.

Textbook:
Paul A. Samuelson-William D. Nordhaus, Economiosiji Professiona Publishers, 2004.
Further reading:

McCuerty S.: Macroeconomic Theory, Harper & Row IP1B90.
Sargent Th. J.: Macroeconomic Theory, AcademicrE337.
Whiteman Ch. H.: Problems in Macroeconomic Theéigademic Press, 1987.
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Title of the course: Manufacturing process managment (D75)\

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tamas Kiraly

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Production as a physical and information processing€ctions of production management
within an enterprise.

Harris formula, determination of optimal lot six@agner-Within model and generalizations

balancing assembly lines, scheduling of flexiblenafacturing systems, team technology,
MRP and JIT systems.

Textbook:

Further reading:
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Title of the course: Market analysis (D76}

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Rébert Fullér

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Description of the current state of some marke}. (@holesale food markets, electric power

markets, the world market of wheat and maize);eeiasticities, models using price
elasticities, determination of price elasticitiesnh real life data; dynamic models, trajectori
in linear and non-linear models; attractor, Ljapuegponent, fractals, measurement of
Ljapunov exponents and fractal dimension using agerp

SN

Textbook:

Further reading:
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Title of the course: Markov chains in discrete ad continuous time (C14)|

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Vilmos Prokaj

Department(s): Department of Probability Theang Statistics
Evaluation: oral or written examination

Prerequisites: Probability theory and Statsstic

A short description of the course:

Markov property and strong Markov property for $tastic processes. Discrete time Markd
chains with stationary transition probabilitiesfidgions, transition probability matrix.
Classification of states, periodicity, recurrentiee basic limit theorem for the transition
probabilities. Stationary probability distributionsaw of large numbers and central limit
theorem for the functionals of positive recurrergducible Markov chains. Transition
probabilities with taboo states. Regular measunédsfanctions. Doeblin’s ratio limit theoren
Reversed Markov chains.

Absorption probabilities. The algebraic approacMarkov chains with finite state space.
Perron-Frobenius theorems.

\

=

Textbook: none
Further reading:

Karlin — Taylor: A First Course in Stochastic Preses, Second Edition. Academic Press,
1975

Chung: Markov Chains With Stationary Transition Babilities. Springer, 1967.

Isaacson — Madsen: Markov Chains: Theory and Agptios. Wiley, 1976.
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Title of the course: Mathematical logic (C1)9|

Number of contact hours per week: 2+0 (nonconguulpractice)

Credit value: 2

Course coordinator(s): Péter Komjath

Department(s): Department of Computer Science
Evaluation: oral examination

Prerequisites:

A short description of the course:

Predicate calculus and first order languages. Tamith satisfiability. Completeness. Prer
norm form. Modal logic, Kripke type models. Moddiebry: elementary equivaleng

elementary submodels. Tarski-Vaught criterion, Lokem-Skolem theorem. Ultraproducts

Godel's compactness theorem. Preservation theorBetl’s interpolation theorem. Typ
omitting theorem. Partial recursive and recursiuacfions. Godel coding. Church thes
Theorems of Church and Gddel. Formula expressiggconsistency of a formula s¢
Godel's second incompleteness theorem. Axiom systeompleteness, categoricity, axio
of set theory. Undecidable theories.

ex
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Textbook:
Further reading:
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Title of the course: Mathematics of networks andhe WWW (D54) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator: Andras Benczur

Department: Department of Computer Science
Evaluation: oral or written examination ancbtial mark

Prerequisites:

A short description of the course:

Anatomy of search engines. Ranking in search esgidMarkov chains and random walks in
graphs. The definition of PageRank and reformutatikersonalized PageRank, Simrank.

Kleinberg’s HITS algorithm. Singular value decomitios and spectral graph clustering.
Eigenvalues and expanders.

Models for social networks and the WWW link struetulhe Barabasi model and proof for
the degree distribution. Small world models.

Consistent hashing with applications for Web resewacheing and Ad Hoc mobile routing.

Textbook: none
Further reading:

Searching the Web. A Arasu, J Cho, H Garcia-Molkh®aepcke, S Raghavan. ACM
Transactions on Internet Technology, 2001

Randomized Algorithms, R Motwani, P Raghavan, ACbmputing Surveys, 1996

The PageRank Citation Ranking: Bringing Ordehi®Web, L. Page, S. Brin, R.
Motwani, T. Winograd. Stanford Digital Libraries \Wang Paper, 1998.

Authoritative sources in a hyperlinked environmenKleinberg. SODA 1998.

Clustering in large graphs and matrices, P Drinddsieze, R Kannan, S Vempala, V
Vinay

Proceedings of the tenth annual ACM-SIAM symposamDiscrete algorithms, 1999.
David Karger, Alex Sherman, Andy Berkheimer, Biigstad, Rizwan Dhanidina, Ken

lwamoto, Brian Kim, Luke Matkins, Yoav YerushalmiVeb Caching and Consistent
Hashing, in Proc. WWWS8 conference Dept. of Apphtalysis and Computational Math




E6tvos Lorand University MSc in Mathematics 89

Title of the course: Matroid theory (D77)|

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Andras Frank

Department(s): Department of Operations Research
Evaluation: oral examination

Prerequisites:

Short description of the course:

Matroids and submodular functions. Matroid condtans. Rado's theorem, Edmonds’
matroid intersection theorem, matroid union. Algams for intersection and union.
Applications in graph theory (disjoint trees, comgrwith trees, rooted edge-connectivity).

Textbook:
Andréas Frank: Connections in combinatorial optirticaa (electronic notes).

Further reading:

W.J. Cook, W.H. Cunningham, W.R. Pulleybank, and&ghrijver, Combinatorial
Optimization, John Wiley and Sons, 1998.

B. Korte and J. Vygen, Combinatorial Optimizatiditeory and Algorithms, Springer, 2000.

E. L. Lawler, Combinatorial Optimization: Networad Matroids, Holt, Rinehart and
Winston, New York, 1976.

J. G. Oxley, Matroid Theory, Oxford Science Pulima, 2004.,
Recski A., Matriod theory and its applications, iSger (1989).,

A. Schrijver, Combinatorial Optimization: Polyhedrad efficiency, Springer, 2003. Vol. 24
of the series Algorithms and Combinatorics.,

D. J.A. Welsh, Matroid Theory, Academic Press, 1976
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Title of the course: Microeconomy (D78}
Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Gergely Madi-Nagy

Department(s): Department of Operations Research

Evaluation: written examination

Prerequisites: none

A short description of the course:

The production set, plan and function, The isoqgattCobb-Douglas and Leontief
technology, Hostelling lemma, The Le Chatelier pipte, Cost minimization, The weak
axiom of cost minimization, Hicks and Marshall demddunction, Hicks and Slutsky
compensation, Roy identity, Monetary utility, Engalve, Giffen effect, Slutsky equation,
Properties of demand function, Axioms of observerfgyences, Afriat theorem,
Approximation of preference relation in GARP mod#&ipduct aggregation, Hicks
separability, Functional separability, Consumerraggtion, Perfect competitive market,
Supply in competitive markets, Optimal productiaraqtity, Inverse supply function, Pareto
optimality, Market entering, Representative mantufieer and consumer, Several
manufacturers and consumers, Oligopoly and monapalkets, Welfare economics.

Textbook: Hal R. Varian, Microeconomic Analysis, iém, New York, 1992.

Further reading:.
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Title of the course: Multiple objective optimizaion (D79) \

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Rébert Fullér

Department(s): Department of Operations Research
Evaluation: written examination

Prerequisites: none

A short description of the course:

Pareto optimality. The epsilon-constrained metAdek value function. The problem of the
weighted objective functions. Lexicographical opaation. Trade-off methods.

Textbook: Kaisa Miettinen, Nonlinear Multiobjecti@ptimization, (Kluwer, 1999).
Further reading: Ralph L. Keeney and Howard Rabfegisions with Multiple Objectives:

Preferences and Valual&ddfs, (Cambridge University Press, 1993).
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Title of the course: Multiplicative number theory (D8)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator: Mihaly Szalay

Department: Department of Algebra and NumbezoFi
Evaluation: oral or written examination
Prerequisites: Number Theory 2.

A short description of the course:

Large sieve, applications to the distribution afrr numbers. Partitions, generating functi
Dirichlet's theorem concerning the prime numberarithmetic progressions. Introduction
analytic number theory.

on.

Textbook: none
Further reading:

M. L. Montgomery, Topics in Multiplicative NumbeTheory, Springer, Berlint

Heidelberg-New York, 1971. (Lecture Notes in Matlagics 227)
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Title of the course: Multivariate statistical mehods (015)|

Number of contact hours per week: 4+0

Credit value: 4

Course coordinator(s): Gyorgy Michaletzky

Department(s): Department of Probability Theang Statistics
Evaluation: oral or written examination

Prerequisites: Probability Theory and Statsstic

A short description of the course:

Estimation of the parameters of multidimensionahmal distribution. Matrix valued
distributions. Wishart distribution: density furarti, determinant, expected value of its
inverse.

Hypothesis testing for the parameters of multiarr@ormal distribution. Independence,
goodness-of-fit test for normality. Linear regressi

Correlation, maximal correlation, partial corretettj kanonical correlation.
Principal component analysis, factor analysis, ysislof variances.

Contingency tables, maximum likelihood estimationaglinear models. Kullback—Leibler
divergence. Linear and exponential families ofrihsitions. Numerical method for
determining the L-projection (Csiszar’'s method, daeh—Ratcliff method)

Textbook: none

Further reading:
J. D. Jobson, Applied Multivariate Data Analysi®lM-II. Springer Verlag, 1991, 1992.
C. R. Rao: Linear statistical inference and itsliappions, Wiley and Sons, 1968,
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Title of the course: Nonlinear functional analyss and its applications
(D18)

Number of contact hours per week: 3+2

Credit value: 4+3

Course coordinator(s): Janos Karatson

Department(s): Dept. of Appl. Analysis and Comtapional Math.

Evaluation: oral examination and home exercises

Prerequisites:

A short description of the course:

Basic properties of nonlinear operators. Derivajymtential operators, monotone operato
duality.

Solvability of operator equations. Variational miple, minimization of functionals.
Fixed point theorems. Applications to nonlineafeafiéntial equations.

Approximation methods in Hilbert space. Gradiepietand Newton-Kantorovich iterative
solution methods. Ritz—Galjorkin type projectimethods.

Textbook: none
Further reading:
Zeidler, E.: Nonlinear functional analysis andaggplications I-1ll. Kantorovich, L.V.,

Akilov, G.P.: Functional Analysis
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Title of the course: Nonlinear optimization P80) |

Number of contact hours per week: 3+0

Credit value: 4

Course coordinator(s): Tibor lllés

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course: Convex setsyerriunctions, convex inequalities.
Extremal points, extremal sets. Krein-Milman theor€onvex cones. Recession direction
recession cones. Strictly-, strongly convex funtid_ocally convex functions. Local minima
of the functions. Characterization of local minim&gationary points. Nonlinear
programming problem. Characterization of optimadlisons. Feasible, tangent and
decreasing directions and their forms for diffelanle and subdifferentiable functions.
Convex optimization problems. Separation of consets. Separation theorems and their
consequences. Convex Farkas theorem and its carsmps Saddle-point, Lagrangean-
function, Lagrange multipliers. Theorem of Lagrangdtipliers. Saddle-point theorem.
Necessary and sufficient optimality conditionsdonvex programming. Karush-Kuhn-
Tucker stationary problem. Karush-Kuhn-Tucker tie@or Lagrange-dual problem. Weak and
strong duality theorems. Theorem of Dubovickij &midutin. Specially structured convex
optimization problems: quadratic programming prabl&pecial, symmetric form of linearly
constrained, convex quadratic programming problraperties of the problem. Weak and
strong duality theorem. Equivalence between theslity constrained, convex quadratic
programming problem and the bisymmetric, linear pl@mentarity problem. Solution
algorithms: criss-cross algorithm, logarithmic lerinterior point method.

Textbook: none
Further reading:

Béla MartosNonlinear Programming: Theory and Method&adémiai Kiado, Budapest,
1975.

M. S. Bazaraa, H. D. Sherali and C. M. Shdignlinear Programming: Theory and
Algorithms.John Wiley & Sons, New York, 1993.

J.-B. Hiriart-Urruty and C. Lemaréch&onvex Analysis and Minimization Algorithms I-II.
Springer-Verlag, Berlin, 1993.

J. P. AubinMathematical Methods of Game and Economic Theorth-Holland,
Amsterdam, 1982.

D. P. Bertsekad¥onlinear ProgrammingAthena Scientific, 2004.
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Title of the course: Number theory 2. (B2) |

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Andras Sarkozy

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Elements of multiplicative number theory. Dirichdetheorem,special cases. Elements
combinatorial number theory. Diophantine equatiofise two square problem. Gauss
integers, special quadraticextensions. Special scaseFermat's last theorem. The fq
squareproblem, Waring's problem. Pell equationsopBantine approximation theor
Algebraic and transcendent numbers. The circle Ipmop elements of the geometry
numbers. The generating function method, applioati&stimates involving primes. Eleme
of probabilistic number theory.
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Textbook: none
Further reading:

I. Niven, H.S. Zuckerman: An introduction to tteory of Numbers. Wiley, 1972.
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Title of the course: Operations research project (D81) \

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Rébert Fullér

Department(s): Department of Operations Research
Evaluation: written examination

Prerequisites: none

A short description of the course:

We model real life problems with operational reshanethods.

Topics: Portfolio optimization models, Decision popt systems, Project management
models, Electronic commerce, Operations researalelnan telecommunication, Heuristic
yield management

Textbook:
Paul A. Jensen and Jonathan F. Bard, OperatiossaReh Models and Methods
(John Wiley and Sons, 2003)

Further reading:
Mahmut Parlar, Interactive Operations Researth Maple: Methods and Models
(Birkhauser, Boston, 2000)
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Title of the course: Operator semigroups (D])9|

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Andras Batkai

Department(s): Dept. of Appl. Analysis and Comapional math.
Evaluation: oral or written examination and iseuwork

Prerequisites:

A short description of the course:

Linear theory of operator semigroups. Abstractdm€auchy problems, Hille-Yosida theo
Bounded and unbounded perturbation of generatquect@&l theory for semigroups a
generators. Stability and hyperbolicity of semigreuFurther asymptotic properties.

Textbook:

Engel, K.-J. and Nagel, R.: One-parameter SemigréaipLinear Evolution Equations,
Springer, 2000.

VY.

Further reading:
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Title of the course: Partial differential equations (D20)|

Number of contact hours per week: 4+2

Credit value: 6+3

Course coordinator(s): Laszl6 Simon

Department(s): Dept. of Appl. Analysis and Comapional math.
Evaluation: oral examination and tutorial mark

Prerequisites:

A short description of the course:

Fourier transform. Sobolev spaces. Weak, variatiand classical solutions of boundary
value problems for linear elliptic equations (siatiry heat equation, diffusion). Initial-
boundary value problems for linear equations (lkeeagtion, wave equation): weak and
classical solutions by using Fourier method ancetkat method.

Weak solutions of boundary value problems for direesr elliptic equations of divergence
form, by using the theory of monotone and pseudatoe operators. Elliptic variational
inequalities. Quasilinear parabolic equations bggithe theory of monotone type operator
Quialitative properties of the solutions. Quasilmiegperbolic equations.

12

Textbook: none

Further reading:

R.E. Showalter: Hilbert Space Method for Partidf@ential Equations, Pitman, 1979;
E. Zeidler: Nonlinear Functional Analysis and itgphcations Il, 11, Springer, 1990.




E6tvos Lorand University MSc in Mathematics 100

Title of the course: Polyhedral combinatorics (D82) |

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tamas Kiraly

Department(s): Department of Operations Research
Evaluation: oral examination and tutorial mark

Prerequisites:

A short description of the course:

Total dual integrality. Convex hull of matchingslymatroid intersection theorem,
submodular flows and their applications in graphrojzation (Lucchesi-Younger theorem,
Nash-Williams’ oritentation theorem).

Textbook:

Further reading:
W.J. Cook, W.H. Cunningham, W.R. Pulleybank, and 3chrijver, Combinatorial
Optimization, John Wiley and Sons, 1998.
B. Korte and J. Vygen, Combinatorial Optimizatidimeory and Algorithms, Springer, 200Q.
A. Schrijver, Combinatorial Optimization: Polyhedxad efficiency, Springer, 2003. Vol. 24
of the series Algorithms and Combinatorics.
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Title of the course: Probability and statistics (B8) |

Number of contact hours per week: 3+2

Credit value: 3+3

Course coordinator(s): Tamas F. Moéri

Department(s): Department of Probability Theang Statistics
Evaluation: oral or written examination andcotial mark

Prerequisites: -

A short description of the course:

Probability space, random variables, distributionction, density function, expectation,
variance, covariance, independence.

Types of convergence: a.s., in probability, pn\weak. Uniform integrability.

Characteristic function, central limit theorems.

Conditional expectation, conditional probabilitggular version of conditional distribution,
conditional density function.

Martingales, submartingales, limit theorem, regutartingales.

Strong law of large numbers, series of independardom variables, the 3 series theorem.

Statistical field, sufficiency, completeness.

Fisher information. Informational inequality. Blag&ll-Rao theorem. Point estimation:
method of moments, maximum likelihood, Bayes ediimsa

Hypothesis testing, the likelihood ratio test, apyotic properties.

The multivariate normal distribution, ML estimatiohthe parameters

Linear model, least squares estimator. Testinglihgpotheses in Gaussian linear models|

Textbook: none

Further reading:

J. Galambos: Advanced Probability Theory. Marcedthae, New York, 1995.

E. L. Lehmann: Theory of Point Estimation. Wileygew York, 1983.

E. L. Lehmann: Testing Statistical Hypotheses, Edd Wiley, New York, 1986.
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102

Title of the course: Reading course in analysis

(B9) |

Number of contact hours per week: 0+2

Credit value: 5

Course coordinator(s): Arpéad Toth
Department(s): Department of Analysis
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Real functions. Functions of bounded variation.nkaan-Stieltjes integral, line integrals. The

inverse and implicit function theorems. Optimumigemns with constraints. Measure thetﬂry.
The Lebesgue integral. Function spaces. ComplekysisaCauchy's theorem and integ

ral

formula. Power series expansion of analytic fumdiolsolated singular points, the residue
theorem. Ordinary differential equations. Theoremsexistence and uniqueness. Elementary

methods. Linear equations and systems. Hilbertesparthonormal systems. Metric spaces,
basic topological concepts, sequences, limits andirwuity of functions. Numerical method

Textbook: none

Further reading:
W. Rudin: Principles of mathematical analyis,
W. Rudin: Real and complex analyis,
F. Riesz and B. Szokefalvi-Nagy: Functional analys
G. Birkhoff and G-C. Rota: Ordinary Differentiatjations,
J. Munkres: Topology.
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Title of the course: Representations of Banach-*{gebras and abstract
harmonic analysis (D21)

Number of contact hours per week: 2+1

Credit value: 2+2

Course coordinator(s): Janos Kristof

Department(s): Dept. of Appl. Analysis and Comapional math.
Evaluation: oral and written examination

Prerequisites:

A short description of the course:

Representations of *-algebras. Positive functioaald GNS-construction. Representations
Banach-*-algebras. Gelfand-Raikoff theorem. Theoad Gelfand-Naimark theorem.
Hilbert-integral of representations. Spectral tle@as for C*-algebras and measurable
functional calculus. Basic properties of topologjgr@ups. Continuous topological and
unitary representations. Radon measures on locathpact spaces. Existence and uniquel
of left Haar-measure on locally compact groups. meglular function of a locally compact
group. Regular representations. The group algefadarally compact group. The main
theorem of abstract harmonic analysis. Gelfand-étatkeorem. Unitary representations of
compact groups (Peter-Weyl theorems). Unitary msgmtations of commutative locally
compact groups (Stone-theorems). FactorizationaofdR measures. Induced unitary
representations (Mackey-theorems).

of

ness

Textbook:

Further reading: )
J. Dixmier: Les C*-algébres et leurs représentati@authier-Villars Ed., Paris, 1969

E.Hewitt-K.Ross: Abstract Harmonic Analysis, VolH,ISpringer-Verlag, 1963-1970
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Title of the course: Riemann surfaces (DZZ)

Number of contact hours per week: 2+0,

Credit value: 3

Course coordinator(s): Rébert éRe

Department(s): Department of Analysis

Evaluation: oral or written examination

Prerequisites: Complex analysis (Bsc),
Algebraic topology (Bsc),

Algebra IV (Bsc)

A short description of the course:

Abstract definition, coverings, analytic continwetj homotopy, theorem of monodrom
universal covering, covering group, Dirichlet'lplem, Perron's method, Green functi

homology, residue theorem, uniformization theoremsfmply connected Riemann surfaces.

Determining the Riemann surface from its coveriggoup. Fundamental domai
fundamental polygon. Riemann surface of an analynction, compact Riemann surfac
and complex algebraic curves.

Textbook:
Further reading:

O. Forster: Lectures on Riemann surfaces, GTM8din§er-Verlag, 1981
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Title of the course: Riemannian geometry (353] \

Number of contact hours per week: 4+2

Credit value: 6+3

Course coordinator(s): Balazs Csikés

Department(s): Department of Geometry

Evaluation: oral or written examination andotial mark

Prerequisites:

A short description of the course:

The exponential mapping of a Riemannian manifoldridtional formulae for the arc length.

Conjugate points. The index form assigned to a @siodcurve. Completeness of
Riemannian manifold, the Hopf-Rinow theorem. Racamparison theorems. Non-positivel

a
y

curved Riemannian manifolds, the Cartan-Hadamasbrédm. Local isometries between

Riemannian manifolds, the Cartan-Ambrose-Hicks en Locally symmetric Riemannian

spaces.

Submanifold theory: Connection induced on a subfolhi Second fundamental form, the

Weingarten equation. Totally geodesic submanifoMariation of the volume, minimal
submanifolds. Relations between the curvature tens&ermi coordinates around
submanifold. Focal points of a submanifold.

Textbooks:
1. M. P. do Carmo: Riemannian geometry. BirkhguBeston, 1992.

2. J. Cheeger, D. Ebin: Comparison theorems imRmian geometry. North-Holland,
Amsterdam 1975.

Further reading:
S. Gallot, D. Hulin, J. Lafontaine: Riemannian gebtry. Springer-Verlag, Berlin, 1987.

a
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Title of the course: Rings and algebras (C3)|

Number of contact hours per week: 2+2

Credit value: 2+3

Course coordinator(s): Istvan Agoston

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination andcotial mark

Prerequisites:

A short description of the course:

Asociative rings and algebragonstructions: polynomials, formal power seriesiedr
operators, group algebras, free algebras, tengebids, exterior algebras. Structure the
the radical, direct and semidirect decompositioBbain conditions. The Hilbert Bas
Theorem, the Hopkins theorem.

Categories and functors. Algebraic and topologeamples. Natural transformations. T|
concept of categorical equivalence. Covariant amatravariant functors. Properties of
Hom and tensor functors (for non-commutative ringg)joint functors. Additive categorie
exact functors. The exactness of certain funcfmgective, injective and flat modules.

Homolgical algebra. Chain complexes, homology gsoughain homotopy. Examples from

algebra and topology. The long exact sequence roblagies.

Commutative rings. ldeal decompositions. Prime pmhary ideals. The prime spectrum o
ring. The Nullstellensatz of Hilbert.

Lie algebras. Basic notions, examples, linear Ligelaras. Solvable and nilpotent L
algebras. Engel's theorem. Killing form. The Cartabalgebra. Root systems and quadi
forms. Dynkin diagrams, the classification of samj@de complex Lie algebras. Univers
enveloping algebra, the Poincaré—Birkhoff-Witt tieso.

Dry:
is

he
he
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Textbook: none

Further reading:
Cohn, P.M.: Algebra I-1ll. Hermann, 1970, Wiley8% 1990.
Jacobson, N.: Basic Algebra I-Il. Freeman, 19889l

Humphreys, J.E.: Introduction to Lie algebras eqatesentation theory. Springer, 19§

30.
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Title of the course: Scheduling theory (D83b
Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tibor Jordan

Department(s): Department of Operations Research

Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Classification of scheduling problems; one-maclsobkeduling, priority rules (SPT, EDD
LCL), Hodgson algorithm, dynamic programming, apmaation algorithms, LP relaxations.
Parallel machines, list scheduling, LPT rule, Halgorithm. Precedence constraints,

preemption. Application of network flows and matays. Shop models, Johnson's algorithm,

timetables, branch and bound, bin packing.

Textbook:
T. Jordan, Scheduling, lecture notes.
Further reading:
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Title of the course: Selected topics in graph #ory (D55)\
Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Laszl6 Lovasz

Department(s): Department of Computer Science

Evaluation: oral or written examination

Prerequisites:

A short description of the course:
Selected topics in graph theory. Some topics: eigleles, automorphisms, graph polynomi
(e.g., Tutte polynomial), topological problems

als

Textbook: none
Further reading:
L. Lovasz: Combinatorial Problems and ExercisedSAProvidence, RI, 2007.
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Title of the course: Seminar in complex analysis (D23) \

Number of contact hours per week: 0+2

Credit value: 2

Course coordinator(s): Rébertosz

Department(s): Department of Analysis

Evaluation: oral or written examination or l&e on a selected topic
Prerequisites: Topics in complex analysis (MSc)

A short description of the course:

There is no fixed syllabus. Covering topics (indiial or several papers on a particu
subject) related to the first semester “Topics amplex analysis” course, mostly by t
lectures of the participating students.

lar
he

Textbook: none

Further reading:
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Title of the course: Set theory (introductory) (B10) |

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator(s): Péter Komjath

Department(s): Department of Computer Science
Evaluation: oral examination

Prerequisites:

A short description of the course:

Naive and axiomatic set theory. Subset, unionrseietion, power set. Pair, ordered pair,
Cartesian product, function. Cardinals, their congaa. Equivalence theorem. Operations
with sets and cardinals. Identities, monotonid@gntor’s theorem. Russell’'s paradox.
Examples. Ordered sets, order types. Well ordeeex] ordinals. Examples. Segments.
Ordinal comparison. Axiom of replacement. Succedsuit ordinals. Theorems on
transfinite induction, recursion. Well ordering ¢ihem. Trichotomy of cardinal comparison.
Hamel basis, applications. Zorn lemma, Kuratowskirna, Teichmiller-Tukey lemma.
Alephs, collapse of cardinal arithmetic. Cofinalijausdorff’'s theorem. &hig inequality.
Properties of the power function. Axiom of foundati the cumulative hierarchy. Stationary
set, Fodor’s theorem. Ramsey’s theorem, generaimtThe theorem of de Bruijn and
Erdss. Delta systems.

Textbook:
A. Hajnal, P. HamburgeBet TheoryCambridge University Press, 1999.

Further reading:
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Title of the course: Set theory | (D56b

Number of contact hours per week: 4+0

Credit value: 6

Course coordinator(s): Péter Komjath

Department(s): Department of Computer Science
Evaluation: oral examination

Prerequisites:

A short description of the course:

Cofinality, Haussdorff's theorem. Regular, singudardinals. Stationary sets. Fodor’'s
theorem. Ulam matrix. Partition relations. Theosewh Dushnik-Erds-Miller, Erdss-Rado.
Delta systems. Set mappings. Theorems of FodoHajhl. Todorcevic’s theorem. Borel,
analytic, coanalytic, projective sets. Regularitgperties. Theorems on separation, reduct
The hierarchy theorem. Mostowski collapse. Notiohfrcing. Names. Dense sets. Gener

filter. The generic model. Forcing. Cohen’s result.

Textbook:
A. Hajnal, P. HamburgeBet TheoryCambridge University Press, 1999.

Further reading:

on.
C
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Title of the course: Set theory lI (D57j

Number of contact hours per week: 4+0

Credit value: 6

Course coordinator(s): Péter Komjath

Department(s): Department of Computer Science
Evaluation: oral examination

Prerequisites:

A short description of the course:

Constructibility. Product forcing. Iterated forcingevy collapse. Kurepa tree. The
consistency of Martin’s axiom. Prikry forcing. Me&able, strongly compact, supercompad
cardinals. Laver diamond. Extenders. Strong, sipmrg, Woodin cardinals. The singular
cardinals problem. Saturated ideals. Huge carslil@@tang’s conjecture. Pcf theory. Shela
theorem.

~—+

Textbook:
A. Hajnal, P. HamburgeBet TheoryCambridge University Press, 1999.

Further reading:
K. Kunen:Set Theory
A. Kanamori:The Higher Infinite
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Title of the course: Special functions (D24|)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Gabor Halasz
Department(s): Department of Analysis
Evaluation: oral examination
Prerequisites: Complex Functions (BSc),

Fourier Integral (BSc)

A short description of the course:
Gamma function. Stirling formula in the complexmeasaddle point method.
Zeta function. Functional equation, elementarydadiout zeros. Prime number theorem.

Elliptic functions. Parametrization of elliptic aas, lattices. Fundamental domain for the
anharmonic and modular group.

Functional equation for the theta function. Holoptac modular forms. Their application to
the four square theorem.

Textbook:

Further reading:

E.T. Whittaker and G.N. Watson: A Course of Modanalysis, University Press,
Cambridge, 1927.

E.C. Titchmarsh (and D.R. Heath-Brown: The Thedrthe Riemann Zeta-function, Oxford
University Press, 1986.

C.L. Siegel: Topics in Complex Function Theory, ddkiley & Sons, New York, 1988,
volume 1.

R.C. Gunning: Lectures on Modular Forms, Princéfioinversity Press, 1962, 96 pages
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Title of the course: Statistical computing 1 (C16) |

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Andras Zempléni

Department(s): Department of Probability andiStias

Evaluation: weekly homework or final practiead written
examination, tutorial mark

Prerequisites: Probability and statistics

A short description of the course:

Statistical hypothesis testing and parameter efitmaalgorithmic aspects and techni¢

instruments. Numerical-graphical methods of desiggpstatistics. Estimation of the locatig
and scale parameters. Testing statistical hypasheBeobability distributions.
Representation of distribution functions, randommiata generation, estimation and fittit
probability distributions. The analysis of depent=nAnalysis of variance. Linear regress
models. A short introduction to statistical progsaof different category: instruments f
demonstration and education, office environmeinsitéd tools of several problems, clos
programs, expert systems for users and specialists.

Computer practice (EXCEL, Statistica, SPSS, SAPréject).

al
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Textbook:

Further reading:

http://office.microsoft.com/en-us/excel/HP100908323.aspx
http://www.statsoft.com/textbook/stathome.html
http://www.spss.com/stores/1/Training_Guides_C10.cf
http://support.sas.com/documentation/onlinedoc/9$pddoc_91/insight_ug_9984.pdf
http://www.r-project.org/doc/bib/R-books.html
http://www.mathworks.com/access/helpdesk/help/pol/stats/stats. pdf
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Title of the course: Statistical computing 2 (D41) |

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Andras Zempléni

Department(s): Department of Probability andiStias

Evaluation: weekly homework or final practieald written
examination, tutorial mark

Prerequisites: Multidimensional statistics

A short description of the course:
Multidimensional statistics: review of methods a®nonstration of computer instruments

Dimension reduction. Principal components, factonalgsis, canonical correlation.

Multivariate Analysis of Categorical Data. Modediibinary data, linear-logistic model.
Principle of multidimensional scaling, family of dleced methods. Correspondence analy
Grouping. Cluster analysis and classification. iStiaal methods for survival data analysis.
Probit, logit and nonlinear regression. Life tabl@ex-regression.

Computer practice. Instruments: EXCEL, Statist®RSS, SAS, R-project.

Textbook:

Further reading:

http://www.statsoft.com/textbook/stathome.html
http://www.spss.com/stores/1/Training_Guides_C10.cf
http://support.sas.com/documentation/onlinedoc/9$pddoc_91/stat _ug_7313.pdf
http://www.r-project.org/doc/bib/R-books.html
http://www.mathworks.com/access/helpdesk/help/pol/stats/stats. pdf

SiS.
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Title of the course: Statistical hypothesis testg (D42) |
Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): VdlICsiszar

Department(s): Department of Probability Theang Statistics
Evaluation: oral examination

Prerequisites: Probability and statistics

A short description of the course:

Monotone likelihood ratio, testing hypotheses vatte-sided alternative. Testing with two-
sided alternatives in exponential families. Simiksts, Neyman structure. Hypothesis testi
in presence of nuisance parameters.

Optimality of classical parametric tests. Asymptdésts. The generalized likelihood ratio
test. Chi-square tests.

Convergence of the empirical process to the Browhiédge. Karhunen-Loéve expansion (
Gaussian processes. Asymptotic analysis of cldssicgarametric tests.
Invariant and Bayes tests.

Connection between confidence sets and hypothestiag.

nf

Textbook: none
Further reading:

E. L. Lehmann: Testing Statistical Hypotheses, Edd Wiley, New York, 1986.




E6tvos Lorand University MSc in Mathematics 117

Title of the course: Stochastic optimization (D84) \

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Csaba Fabian

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:
Static and dynamic models.
Mathematical characterization of stochastic programg problems. Solution methods.

Theory of logconcave measures. Logconcavity of @bdlstic constraints. Estimation of
constraint functions through simulation.

Textbook:

Further reading:

Kall, P., Wallace, S.W., Stochastic Programmingleyi1994.

Prékopa A., Stochastic Programming, Kluwer, 1995.

Birge, J.R., Louveaux, F.: Introduction to Stoci@aBrogramming, Springer, 1997-1999.
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Title of the course: Stochastic optimization pratice (D85)\

Number of contact hours per week: 0+2

Credit value: 3

Course coordinator(s): Csaba Fabian

Department(s): Department of Operations Research
Evaluation: tutorial mark

Prerequisites:

A short description of the course:

Examples of stochastic models. Different formulasiof aims and constraints: by
expectations or probabilities.

Building simple models, formulating and solving theriving mathematical programming
problems. Applications.

Textbook:

Further reading:

Kall, P., Wallace, S.W., Stochastic Programmingleyi1994.

Prékopa A., Stochastic Programming, Kluwer, 1995.

Birge, J.R., Louveaux, F.: Introduction to Stoci@aBrogramming, Springer, 1997-1999.
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Title of the course: Stochastic processes withdependent increments,
limit theorems (D43)

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Vilmos Prokaj

Department(s): Department of Probability Theang Statistics
Evaluation: oral or written examination

Prerequisites: Probability theory and Statsstic

A short description of the course:

Infinitely divisible distributions, characteristianctions. Poisson process, compound Pois
process. Poisson point-process with general chaarsiit measure. Integrals of point-
processes. Lévy—Khinchin formula. Characteristitctions of non-negative infinitely
divisible distributions with finite second momen@haracteristic functions of stable
distributions.

Limit theorems of random variables in triangulaiasgs.

50N-

Textbook: none
Further reading:

Y. S. Chow — H. Teicher: Probability Theory: Indagence, Interchangeability, Martingales.

Springer, New York, 1978.
W. Feller: An Introduction to Probability Theorydris Applications, vol. 2. Wiley, New
York, 1966.

U
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Title of the course: Structures in combinatorialoptimization (D86) \

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Tibor Jordan

Department(s): Department of Operations Research
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Chains and antichains in partially ordered setpithims of Greene and Kleitman.
Mader's edge splitting theorem. The strong orieamaheorem of Nash-Williams.
The interval generator theorem of &ly

Textbook:

A. Frank, Structures in combinatorial optimizatitegture notes
Further reading:

A. Schrijver, Combinatorial Optimization: Polyhedrad efficiency, Springer, 2003. Vol. 24

;

of the series Algorithms and Combinatorics.
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Title of the course: Supplementary chapters of fwology I. — Topology of
singularities (special material) (D36)

Number of contact hours per week: 2+0

Credit value: 3

Lecturer: Andras Némethi

Course coordinator(s): Andrasifes

Department(s): Department of Analysis
Evaluation: oral examination

Prerequisites: BSc Algebraic Topology material

A short description of the course:

1) Complex algebraic curves

2) holomorphic functions of many variables
3) implicit function theorem

4) smooth and singular analytic varieties
5) local singularities of plane curves

6) Newton diagram, Puiseux theorem

7) Resolution of plane curve singularities
8) Resolution graphs

9) topology of singularities, algebraic knots

10) Milnor fibration

11)  Alexander polynomial, monodromy, Seifert matri
12)  Projective plane curves

13)  Dual curve, Plucker formulae

14)  Genus, Hurwitz-, Clebsh, Noether formulae

15)  Holomorphic differential forms

16)  Abel theorem

Textbook:

Further reading:

C. T. C. Wall: singular points of plane curves, don Math. Soc. Student Texts 63.
F. Kirwan: Complex Algebraic Curves, London MatlbcSStudent Texts 23.

E. Brieskorn, H. Korner: Plane Algebraic CurveskBauser
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Title of the course: Supplementary chapters of fwology Il — Low
dimensional manifolds (D37)

Number of contact hours per week: 2+0

Credit value: 3

Lecturer: Andras Stipsicz

Course coordinator(s): Andrasifes
Department(s): Department of Analysis
Evaluation: oral examination
Prerequisites: BSc Algebraic Topology

A short description of the course:

1) handle-body decomposition of manifolds

2) knots in 3-manfolds, their Alexander polynomials

3) Jones polynomial, applications

4) surfaces and mapping class groups

5) 3-manifolds, examples

6) Heegard decomposition and Heegard diagram

7) 4-manifolds, Freedman and Donaldson theorermms(fiations)
8) Lefschetz fibrations

9) invariants (Seiberg-Witten and Heegard Floearrants),

10) applications

Textbook:

Further reading:
J. Milnor: Morse theory
R.E. Gompf, A. |. Stipsicz: 4-manifolds and Kirbglculus, Graduate Studies in Mathemat

Volume 20, Amer. Math. Soc. Providence, Rhode tlan

CS,
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Title of the course: Topics in analysis (C7)|

Number of contact hours per week: 2+1

Credit value: 2+2

Course coordinator(s): Tamas Keleti

Department(s): Department of Analysis

Evaluation: oral or written examination andcotial mark
Prerequisites: Analysis IV

A short description of the course:

Hausdorff measure and Hausdorff dimension. The #fadfisdimension of R and some
fractals, length and 1-dimensional measure.

Haar measure. Existence and uniqueness.

Approximation theory. Approximation with Fejér meade la Vallée Poussin operator, Fej
Hermite interpolation, Bernstein polynom.

The order of approximation. Approximation with aytad functions.

Approximation with polynomials. Tschebishev polynats.

Textbook: none

Further reading:

P. Halmos: Measure Theory, Van Nostrand, 1950
K.J. Falconer: The Geometry of Fractal Sets, Cl9851
D. Jackson: The theory of approximation, AMS, 1994.

ér-
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Title of the course: Topics in differential georetry (C12) \

Number of contact hours per week: 2+0

Credit value: 2

Course coordinator: Balazs Csikés (associateepsof)
Department: Department of Geometry
Evaluation: oral or written examination

Prerequisites:

A short description of the course:

Differential geometric characterization of convexfaces. Steiner-Minkowski formula,
Herglotz integral formula, rigidity theorems forra@x surfaces.

Ruled surfaces and line congruences.

Surfaces of constant curvature. Tchebycheff ladfi&ne-Gordon equation, Backlund
transformation, Hilbert’'s theorem. Comparison tleeas.

Variational problems in differential geometry. Buleagrange equation, brachistochron
problem, geodesics, Jacobi fields, Lagrangian mackasymmetries and invariants, minim
surfaces, conformal parameterization, harmonic nmgsp

Textbook: none

Further reading:

1. W. Blaschke: Einfihrung in die Differentialgeetme. Springer-Verlag, 1950.

2. J. A. Thorpe: Elementary Topics in Different@ometry. Springer-Verlag, 1979.
3. J. J. Stoker: Differential Geometry. John Wigepons Canada, Ltd.; 1989.
4

. F. W. Warner: Foundations of Differentiable Malus and Lie Groups. Springer-Verlag
1983.

al
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Title of the course: Topics in group theory 03) |

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Péter P. Palfy

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination andcotial mark
Prerequisites: Groups and representations

A short description of the course:

Permutation groups. Multiply transitive groups, NKiati groups. Primitive permutatig
groups, the O’Nan-Scott Theorem.

Simple groups. Classical groups, groups of Lie tgperadic groups.
Group extensions. Projective representations, dheiiSnultiplier.
p-groups. The Frattini subgroup. Special and ex&aispp-groups. Groups of maximal clas

n

\*2)

Subgroup lattices. Theorems of Ore and lwasawa.

Textbook: none

Further reading:
D.J.S. Robinson: A course in the theory of grodsjnger, 1993
P.J. Cameron: Permutation groups, Cambridge UsitydPress, 1999

B. Huppert, Endliche Gruppen |, Springer, 1967
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Title of the course: Topics in ring theory (@) |

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Istvan Agoston

Department(s): Department of Algebra and Nunilberory
Evaluation: oral or written examination andcotial mark
Prerequisites: Rings and algebras

A short description of the course:

Structure theory: primitive rings, Jacobson’s Dgn$heorem, the Jacobson radical of a ripg,
commutativity theorem. Central simple algebrasst¢enproduct of algebras, the Noether—
Scolem Theorem, the Double Centralizer Therem, &rguoup, crossed product. Polynomial
identities: structure theorems, Kaplansky's theqrehe Kurosh Problem, combinatorial
results, quantitative theory. Noetherian rings: dBos theorems and generalizations,
dimension theory. Artinina rings and generalizasioBass’s characterization of semiperfect
and perfect rings, coherent rings, von Neumannlaegings, homological properties. Morifa
theory: Morita equivalence, Morita duality, Moritlavariance. Quasi-Frobenius rings: group
algebras, symmetric algebras, homological propertiRepresentation theory: hereditary
algebras, Coxeter transformations and Coxeter dusct preprojective, regular and
preinjective representations, almost split sequentee Baruer—Thrall Conjectures, finjte
representation type.

The Hom and tensor functors: projective, imjectaved flat modules. Derived functo
projective and injective resolutions, the consiuciand basic properties of the Ext and Tor
functors. Exact seugences and the Ext functor, ¥baeda composition, Ext algebras.
Homological dimensions: projective, injective anibb@l dimension, The Hilbert Syzyqy
Theorem, dominant dimension, finitistic dimensidhg finitistic dimension conjecture.
Homological methods in representation theory: atmgpdit sequences, Auslander—Reiten
quivers. Derived categories: triangulated categoriegomotopy category of complexes,
localization of categories, the derived categoryaofalgebra, the Morita theory of derived
categories by Rickard.

Textbook: none

Further reading:
Anderson, F.—Fuller, K.: Rings and categories otlales, Springer, 1974, 1995
Auslander, M.—Reiten, |.—Smalg: Representationrthef Artin algebras, Cambridge
University Press, 1995
Drozd, Yu. —Kirichenko, V.: Finite dimensional aelgras, Springer, 1993
Happel, D.: Triangulated categories in the repreg®n theory of finite dimensional
algebras, CUP, 1988
Herstein, I.: Noncommutative rings. MAA, 1968.
Rotman, J.: An introduction to homological algelk&, 1979
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Title of the course: Topological vector spacesd Banach-algebras (DZSj

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator(s): Janos Kristof

Department: Dept. of Appl. Analysis and Compiotaal Math.
Evaluation: oral and written examination

Prerequisites:

A short description of the course:
Basic properties of linear topologies. Initial larg¢opologies. Locally compact topological

vector spaces. Metrisable topological vector spdassally convex and polinormed spaces,
Inductive limit of locally convex spaces. Krein-Miains theorem. Geometric form of Hahnt
Banach theorem and separation theorems. Boundgthgepological vector spaces. Locally

convex function spaces. Ascoli theorems. AlaoglusBaki theorem. Banach-Alaoglu
theorem. Banach-Steinhaus theorem. Elementarytytiadiory. Locally convex topologies
compatible with duality. Mackey-Arens theorem. RB#led, bornologic, reflexive and Monte
spaces. Spectrum in a Banach-algbera. Gelfandsemisgion of a commutative complex

Banach-algebra. Banach-*-algebras and C*-algel@asmutative C*-algebras (I. Gelgand-

Naimark theorem). Continuous functional calculusivérsal covering C*-algebra and
abstract Stone’s theorem. Positive elements inlg&kaas. Baer C*-algebras.

Textbook:

Further reading:

N. Bourbaki: Espaces vectoriels topologiques, SyinBerlin-Heidelberg-New York, 2007
N. Bourbaki: Théories spectrales, Hermann, Pa8i§71

J. Dixmier: Les C*-algébres et leurs représentati@authier-Villars Ed., Paris, 1969
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Title of the course: Unbounded operators of Hilbrt spaces (DZGj

Number of contact hours per week: 2+0

Credit value: 3

Course coordinator(s): Zoltan Sebestyén

Department: Dept. of Appl. Analysis and Compiotaal Math.
Evaluation: oral examination

Prerequisites: Functional analysis (BSc)

A short description of the course:

Neumann’s theory of closed Hilbert space operatxistence of the second adjoint and th
product of the first two adjoints as a positivedagjbint operator. Up to date theory of
positive selfadjoint extensions of not necessaldgisely defined operators on Hilbert spac
Krein’s theory revisited. Extremal extensions draracterized including Friedrichs and
Krein-von Neumann extensions. Description of a gangositive selfadjoint extension.

()
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Textbook:
Further reading:
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Title of the course: Universal algebra and lattie theory (D5) |

Number of contact hours per week: 2+2

Credit value: 3+3

Course coordinator: Emil Kiss

Department: Department of Algebra and NumbezoFi
Evaluation: oral or written examination ancdtidl mark

Prerequisites:

A short description of the course:

Similarity type, algebra, clones, terms, polynomialSubalgebra, direct product,
homomorphism, identity, variety, free algebra, Bok's theorems. Subalgebra lattices,
congruence lattices, Gratzer-Schmidt theorem. BeEftiemma. Subdirect decomposition,
subdirectly irreducible algebras, Quackenbush-gmbl
Mal'tsev-conditions, the characterization of corggroe permutable, congruence distributive
and congruence modular varieties. Jonsson’s lenfff@scher-theorem. Congruences | of
lattices, lattice varieties.
Partition lattices, every lattice is embeddabl® iatpartition lattice. Free lattices, Whitman-
condition, canonical form, atoms, the free lattisesemidistributive, the operations are
continuous. There exists a fixed point free monetorap.
Closure systems. Complete, algebraic and geomkttiices. Modular lattices. The free
modular lattice generated by three elements. Jelbgaiekind chain condition. Semimodular
lattices. Distributive lattices.
Lattices and geometry: subspace lattices of pregcgeometries. Desargues-identity,
geomodular lattices. Coordinatization. Complememdgtices. The congruences of relatively
complemented lattices.

The question of completeness, primal and functigr@mplete algebras, characterizations,
discriminator varieties. Directly representableietes.

The Freese-Lampe-Taylor theorem about the congeudsitice of algebras with a few
operations. Abelian algebras, centrality, the proge of the commutator in modular varieties.
Difference term, the fundamental theorem of Abebégebras. Generalized Jonsson-theorem.
The characterization of finitely generated, resigusmall varieties by Freese and McKenzie.
Congruence lattices of finite algebras: the resolt®cKenzie, Palfy and Pudlak. Induced
algebra, their geometry, relationship with the coegce lattice of the entire algebra. The
structure of minimal algebras. Types, the labelwfgthe congruence lattice. Solvable
algebras.
The behavior of free spectrum. Abelian varietielse Tistribution of subdirectly irreducible
algebras. Finite basis theorems. First order dbtedearieties, undecidable problems.

Textbook: none

Further reading:
Burris-Sankappanavak course in universal algebr&pringer, 1981.
Freese-McKenzieCommutator theory for congruence modular varieti€ambridge
University Press, 1987.
Hobby-McKenzie: The structure of finite algebradS Contemporary Math. 76, 1996




